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APWeb 2008 Workshop Chairs’ Message

It is our pleasure to present the proceedings of the 10th Asia Pacific Web Con-
ference Workshops held at Shenyang, China during April 26-28, 2008. The AP-
Web workshop is an international forum for Web and information technology
researchers and practitioners to exchange their ideas regarding innovations in
the state of art and practice of Web and information technology, as well as to
identify the promising research topics and characterize the future of information
technology research. This year, four workshops were held in conjunction with
APWeb 2008, namely, Information Explosion and Next-Generation Search, The
First Workshop on Business Intelligence and Data Mining, International Work-
shop on Health Data Management 2008, and Doctoral Consortium On Data
Engineering and Web Technology Research. The APWeb workshop has proven
to be an excellent catalyst for further research and collaboration, and we fully
expect that this year’s meeting continued this trend. This year’s workshop pro-
gram featured a variety of papers, focusing on topics ranging from Web searching,
Web services, database, data mining, bioinformatics, and business intelligence.
These topics play very important roles in creating next-generation information
technology architectures and solutions.

The workshop attracted submission from seven countries. The submissions
received and also contained in this volume reflect the international character of
APWeb workshops. We would like to thank all workshop Chairs for providing
their service to the community; it has been an honor to work with the workshop
Program Committee for their thoughtful and erudite reviews of the papers. The
foremost thanks, however, is due to all the authors who submitted their work
for the workshop; the workshop Program Committee faced a difficult task in
selecting the papers ultimately accepted for presentation.

APWeb 2008 supported the above four workshops to help enhance the com-
munications between researchers and funding organizations; an industry panel
provided guidance for future development foci and interests. Another core ob-
jective was the initiation of spirited discourse and, hopefully, of collaborations
among those at the workshop.

June 2008
Yoshiharu Ishikawa

Jing He



Business Intelligence and Data Mining
Workshop Chairs’ Message

Intelligent data analysis provides powerful and effective tools for problem solving
in a variety of business modeling tasks. The first workshop on business intelli-
gence and data mining (BIDM 2008) focused on data science aspects of banking
and financial risk management, social networks that relate to business intelli-
gence. It included but was not limited to modeling, numeric computation, algo-
rithmic and complexity issues in data mining technology for risk management,
credit assessment, social network, asset/derivatives interest rate determination,
insurance, foreign exchange rate forecasting, online auction, cooperative game
theory, general equilibrium, information pricing, network bandwidth pricing, ra-
tional expectation, repeated games, etc. Paper submissions by both tool devel-
opers and users from the scientific and engineering community were encouraged
in order to inspire communication between both groups.

Organized in conjunction with the 10th Asia Pacific Web Conference (APWeb
2008), BIDM 2008 aimed to publish and disseminate knowledge on an interna-
tional basis in the areas of business intelligence, intelligent data analysis, and
data mining. It provided a forum for state-of-the-art developments and research,
as well as current innovative activities in business intelligence, data analysis, and
mining.

BIDM attracted submission from four countries. The four research papers
contained in this volume were selected by the Program Committee (PC) in a
double-blind review process from a total of ten submissions. These papers cover
a wide range of both theoretical and pragmatic issues related to the application
of data analysis and mining techniques in business. The submissions reflect the
international character of the workshop.

The six papers in this volume include four research papers and two keynote
papers. Of the two keynote papers, one is by Zhiming Ding from the Software In-
stitute of the Chinese Academy of Sciences and the other by Xijin Tang from the
Academy of Mathematics and System Sciences, Chinese Academy of Sciences.

The workshop was partially sponsored by the National Nature Science Foun-
dation of China (No. 70602034, 70531040, 70472074). It was our pleasure to
serve as Co-chairs for this workshop. We would like to take this opportunity to
express our appreciations to all PC members for their expertise and hard work
in evaluating papers.

June 2008 Yong Shi
Guangyan Huang

Jing He



Health Data Management Workshop Chairs’
Message

Information collected during the treatment of disease is an under-utilized re-
source in medical and health research. The management of this collected data
for the purpose of health research is a fundamental question which is only now
attracting greater interest. This management needs to start at the point of col-
lection and requires the gathering of patient consent through the integration
of the data from multiple information systems, fathering of information from
related data sets, to the analysis of the combined data. If done properly, this
process has the ability to lead to improvements to the quality of patient care,
prevention of medical errors, and reduction of healthcare costs. There is much
to be achieved with the realization of this goal, both in terms of theoretical
information management research and the development of practical and useful
applications. The collaborations of database researchers and clinical experts are
important for this research.

Organized in conjunction with the 10th Asia Pacific Web Conference (AP-
web 2008), the purpose of IWHDM 2008 was to provide a forum for discussion
and interaction among researchers with interests in the cutting-edge issues of
information technology techniques in health. IWHDM 2008 attracted submis-
sions from five countries and each paper was carefully reviewed by at least three
members of an international Program Committee (PC). The six papers in this
volume include four research papers and two keynote papers: one keynote paper
by Gary Morgan from the Australian E-Health Research Centre and the other
by Yucai Feng from the DaMeng Database Company. These papers cover a wide
range of both theoretical and pragmatic issues related to IT in Healthcare.

The workshop was sponsored by the Australian E-Health Research Centre
and APWEB 2008. We were pleased to serve as PC chairs for this workshop
and would like to take this opportunity to express our appreciations to all PC
members for their expertise and help in evaluating papers.

June 2008 Chaoyi Pang
Qing Zhang



Doctoral Consortium on Data Engineering and
Web Technology Research Workshop Chairs’

Message

The Doctoral Consortium on Data Engineering and Web Technology Research
(DeWeb 2008) is a premium younger researcher forum, which aims to bring
together current PhD students working on the topics related to the APWeb
conference. DeWeb 2008 provided an opportunity for doctoral students to present
their research topics and early results and receive advice from research experts in
these areas. The consortium operated in a workshop format to provide guidance
for each student’s future progress. The consortium was one of the four workshops
running in conjunction with the APWeb 2008 conference.

This year’s DeWeb workshop attracted 22 research papers and each paper
was reviewed by at least two international Program Committee members or in-
vited reviewers. Based on the technical comments from peer reviewers on the
aspects of originality, significance, technical quality, relevance, clarity of pre-
sentation, seven quality papers were selected to be presented at the workshop.
Meanwhile, four invited papers which reported their latest research progresses
on the related topics made by four distinguished researchers are also included in
this proceedings volume.

We would like to take this opportunity to thank all the authors who submitted
their papers to the workshop. We also thank the Program Committee members
and numerous invited reviewers for their volunteer work on paper review. We
are also grateful to the conference organizers for their help.

June 2008 Guoren Wang
Guandong Xu



Organization

Organization Committee

Yong Shi Chinese Academy of Sciences, China
Guangyan Huang Chinese Academy of Sciences, China
Jing He Chinese Academy of Sciences, China
Chaoyi Pang CSIRO ICT Centre, Australia
Qing Zhang CSIRO ICT Centre, Australia
Guoren Wang Northeastern University, China
Guandong Xu Victoria University, Australia

Program Committee

The First Workshop on Business Intelligence and Data Mining

Tianshu Wang China Research Lab, IBM
Aihua Li Central University of Finance and Economics
Ying Bao Industrial and Commercial Bank of China

International Workshop on Health Data Management

Chaochang Chiu YuanZe University, Taiwan
Frédérique Laforest Lyon Research Centre for Images and

Information Systems, France
Weiyi Liu Yunnan University, China
Stefan Jablonski University of Bayreuth, Germany
Ilias Maglogiannis University of the Aegean, Greece
Natalia Sidorova Technical University Eindhoven,

The Netherlands
Yuval Shahar Ben-Gurion University of the Negev, Israel
Xuequn Shang Northwestern Polytechnic University, China
Bing Wu Dublin Institute of Technology, Ireland
Kun Yue Yunnan University, China

Doctoral Consortium on Data Engineering and Web Technology
Research
Chengfei Liu Swinburne University of Technology, Australia
Lei Chen Hong Kong University of Science and

Technology, Hong Kong



Table of Contents

The First Workshop on Business Intelligence and
Data Mining

Moving Objects Databases Based on Dynamic Transportation
Networks: Modeling, Indexing, and Implementation . . . . . . . . . . . . . . . . . . 1

Zhiming Ding

Approach to Detection of Community’s Consensus and Interest . . . . . . . . 17
Xijin Tang

A Comparative Empirical Study on the Margin Setting of Stock Index
Futures Calendar Spread Trading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Haizhen Yang, Hongliang Yan, and Ni Peng

A Study on Multi-word Extraction from Chinese Documents . . . . . . . . . . 42
Wen Zhang, Taketoshi Yoshida, and Xijin Tang

Extracting Information from Semi-structured Web Documents: A
Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Nasrullah Memon, Abdul Rasool Qureshi, David Hicks, and
Nicholas Harkiolakis

Discovering Interesting Classification Rules with Particle Swarm
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Yi Jiang, Ling Wang, and Li Chen

International Workshop on Health Data Management

Improving the Use, Analysis and Integration of Patient Health Data . . . . 74
David Hansen, Mohan Karunanithi, Michael Lawley,
Anthony Maeder, Simon McBride, Gary Morgan, Chaoyi Pang,
Olivier Salvado, and Antti Sarela

DM-Based Medical Solution and Application . . . . . . . . . . . . . . . . . . . . . . . . 85
Junjie Liang and Yucai Feng

Learning-Function-Augmented Inferences of Causalities Implied in
Health Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

JiaDong Zhang, Kun Yue, and WeiYi Liu

Support Vector Machine for Outlier Detection in Breast Cancer
Survivability Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Jaree Thongkam, Guandong Xu, Yanchun Zhang, and Fuchun Huang



XII Table of Contents

An Empirical Study of Combined Classifiers for Knowledge Discovery
on Medical Data Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Lucelene Lopes, Edson Emilio Scalabrin, and Paulo Fernandes

Tracing the Application of Clinical Guidelines . . . . . . . . . . . . . . . . . . . . . . . 122
Eladio Domı́nguez, Beatriz Pérez, and Maŕıa A. Zapata
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Moving Objects Databases Based on Dynamic 
Transportation Networks: Modeling, Indexing, and 

Implementation 

Zhiming Ding 

Institute of Software, Chinese Academy of Sciences, 
South-Fourth-Street 4, Zhong-Guan-Cun, Beijing 100080, P.R. China 

zhiming@iscas.ac.cn 

Abstract. In this paper, a new moving objects database model, Route-based 
model for Moving Objects on Dynamic Transportation Networks (RMODTN), 
is proposed which is suited for dealing with the interrelationship between mov-
ing objects and the underlying transportation networks. The data model is given 
as a collection of data types and operations which can be plugged into a DBMS 
to obtain a complete data model and query language. Besides, an index frame-
work for network-constrained moving objects is provided, which can deal with 
the full dynamic trajectories of network-constrained moving objects so that the 
queries on the whole life span of the moving objects can be efficiently sup-
ported. To evaluate the performance of the proposed methods, we have imple-
mented RMODTN on PostgreSQL and conducted a series of experiments. The 
experimental results show quite satisfying query processing performances. 

Keywords: Database, Spatio-temporal, Moving Objects, Algebra, Index. 

1   Introduction 

Moving Objects Database (MOD) is the database that can track and manage the con-
tinuously changing locations of moving objects such as cars, ships, flights, and 
 pedestrians. Combined with dynamically updated location information and other 
information such as spatial data and location dependent data, MOD can answer many 
important and interesting queries, such as “tell me the nearest k taxi cabs around my 
current position”, “which places did Tom visit yesterday afternoon”. 

In recent years, the management of moving objects has been intensely investi-
gated. In [12, 16], Wolfson et al. have proposed a Moving Objects Spatio-
Temporal (MOST) model which is capable of tracking not only the current, but 
also the near future positions of moving objects. Su et al. in [14] have presented a 
data model for moving objects based on linear constraint databases. In [9], Güting 
et al. have presented a data model and data structures for moving objects based on 
abstract data types. Besides, Pfoser and Jensen et al. in [11] have discussed the 
indexing problem for moving object trajectories. However, nearly none of the 
above work has treated the interaction between moving objects and the underlying 
traffic networks in any way.  
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More recently, increasing research interests are focused on modeling transportation 
networks and network constrained moving objects. Papadias et al. in [10] have pre-
sented a framework to support spatial network databases. Vazirgiannis et al. in [15] 
have discussed moving objects on fixed road networks. In [13], the authors have pre-
sented a computational data model for network-constrained moving objects. Besides, 
the index problems of network constrained moving objects have also been studied  
[1, 5]. In [6], the authors have proposed a fixed-network based moving objects data-
base model with a rich set of data types and operations defined. However, all these 
works have only considered static transportation networks, so that topology changes 
and state changes of the network can not be expressed.  

Moreover, in [6] the transportation network is defined as a single data type with an 
interface to relations and standard data types provided, which may affect the effi-
ciency in dealing with dynamic situations. Besides, the model is focused on abstract 
data types and utilizes the sliced representation for the discrete model without consid-
ering the relationship between location updates and moving object trajectories. This 
can cause problems since a new slice is needed whenever the moving object changes 
its speed or direction so that huge data can be yielded. 

In [2], the authors have proposed an edge-based dynamic transportation network 
model, which can present state and topology changes. The main problem with the 
model is that edge-based network frameworks are not suitable for location update 
purposes, since a new location update is needed whenever the moving object runs to a 
different edge, which can cause a big location update overhead. In [3], the authors 
have proposed a dynamic network based moving object model. However, the model is 
not suited for the database framework since the data types and operations are not 
defined. Besides, the location update strategies are based on mile-meters instead of 
GPS so that it can have a lot of limitations in real-world applications.  

To solve the above problems, we propose a new moving objects database model, 
Route-based model for Moving Objects on Dynamic Transportation Networks 
(RMODTN), in this paper. In RMODTN, the traffic network framework is route-
based, which differs from the edge-based model defined in [2] and is suitable for 
location update purposes. Besides, data types and operations are defined directly on 
detailed network components (such as routes and junctions), different from the net-
work model in [6] which defines the whole network as a single data type. 

The remaining part of this paper is organized as follows. Section 2 formally defines 
the RMODTN model, including data types and operations; Section 3 propose an index 
structure for network-constrained moving objects, Section 4 discuss implementation 
issues and performance evaluation results, and Section 5 finally concludes the paper. 

2   RMODTN Database Model 

In this section, we will formally define the RMODTN model. Obviously, to make this 
model readable and clean, it is crucial to have a formal specification framework 
which allows us to describe widely varying data models and query languages. Such a 
specification framework, called second-order-signature, was proposed in [7]. The 
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basic idea is to use a system of two coupled signatures where the first signature de-
scribes a type system and the second one describes an algebra over the types of the 
first signature. In the following discussion, we will define our model with the second-
order-signature. Especially, we will focus on discrete model so that the data types and 
operations defined in this paper can be implemented directly in an extensible database 
system such as PostgreSQL or Secondo [8]. The notation of the definitions will fol-
low those described in [9]. 

The methodology proposed in this paper arose from the observation that in most 
real-life applications, moving objects only move inside existing transportation net-
works instead of moving arbitrarily in the X×Y×Z space. This means that we can 
actually model moving objects on the predefined transportation networks instead of 
modeling them directly in the Euclidean space. 

Besides, in the whole MOD system, there can be a lot of general events which are 
hard to be expressed by the states of moving objects alone, such as traffic jams, 
blockages caused by temporary constructions, and changes to the topology of the 
transportation networks. Therefore, we model the underlying transportation networks 
as dynamic graphs which allow us to express these events. For simplicity, “dynamic 
transportation networks” and “dynamic graphs” will be used interchangeably 
throughout this paper. 

2.1   Data Types 

Table 1 presents the type system of the RMODTN model. Type constructors listed in 
Group 1 are basic ones which have been defined and implemented in [9]. In the fol-
lowing discussion, we mainly focus on the type constructors listed in Group 2.  

Table 1. Signatures describing the type system of RMODTN 

Group Type constructor Signature 
 int, real, string, bool   BASE 
 point, points, line, region   SPATIAL 

1 instant   TIME 
 range BASE ∪ TIME  RANGE 
 intime, moving BASE ∪ SPATIAL  TEMPORAL 
 blockage, blockreason, blockpos   GBLOCK 
 statedetail, state   GSTATE 
 temporalunit,temporal, intimestate   GTEMPORAL 

2 dynroute, dyninjunct, dyninterjunct, dyngaph   GRAPH 
 gpoint, gpoints, grsect, gline, gregion   GSPATIAL 
  intime, moving  {gpoint}∪BASE∪SPATIAL 

 TEMPORAL 

As shown in Table 1, temporal data types are obtained by “extending” the previ-
ously defined type constructors moving and intime to include gpoint as their argu-
ments. SPATIAL data types are still reserved for these two type constructors to deal 
with the situations when moving objects move outside of the predefined transporta-
tion networks.  

extending 
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2.1.1   Graph State Data Types and Graph Blockage Data Types 
Definition 1 (state). The carrier set of the state data type is defined as follows: 

Dstate = {opened, closed, blocked} 

Definition 2 (blockage reason). The data type blockreason describes the reason of a 
blockage. Its carrier set is defined as follows: 

Dblockreason = {temporal-construction, traffic-jam, car-accident, undefined} 

Definition 3 (interval). Let (S, <) be a set with a total order. Intervals and closed 
intervals over S can be defined as follows: 

interval(S)  = {(s, e, lc, rc) | s, e∈S, lc, rc∈bool, s ≤ e, (s=e)⇒ (lc=rc=true)} 
cinterval(S) = {(s, e, lc, rc) | s, e∈S, s ≤ e, lc=rc=true} 

where lc and rc are two flags indicating “left-closed” and “right-closed” respectively. 

Definition 4 (blockage position). The data type blockpos is used to describe the posi-
tion of a blockage, and its carrier set is defined as follows:  

Dblockpos = { Ψ | Ψ∈ cinterval([0,1])}  

In Definition 4, we use a closed interval over [0, 1] to indicate the blockage position, 
whose boundaries indicate the border of the blocked area. Suppose that the total 
length of the route is 1, and then any location in the route can be represented by a real 
number p∈[0, 1].  

Definition 5 (blockage, blockages). The blockage data type is used to describe a 
blockage, including its reason and its location. The blockages data type describes 
multiple blockages inside one single route. Their carrier sets are defined as follows:  

Dblockage = {(br, Ψ ) | br ∈ Dblockreason, Ψ∈ Dblockpos }  

Dblockages = {B | B ⊆ Dblockage }  

Definition 6 (state detail). The data type statedetail is used to describe the detailed 
state of a junction or a route, and its carrier set is defined as follows:  

Dstatedetail = {(s, B) | s ∈ Dstate, B ∈Dblockages, s ≠ blocked ⇔ B=∅}  

2.1.2   Graph Temporal Data Types 
Graph temporal data types are used to track the state history and also the life span of a 
junction or a route. 

Definition 7 (temporal unit). The temporalunit data type describes the state of a 
junction or a route during a certain time period. Its carrier set is defined as follows: 

Dtemporalunit = {(I, sd) | I ∈interval(Dinstant), sd∈Dstatedetail } 

Definition 8 (temporal). The temporal data type is defined as a sequence of temporal 
units which describe the state history of a junction or a route: 

Dtemporal ={<µ1, ... , µn > | n ≥ 1,  µi = (Ii, sdi) ∈Dtemporalunit (1 ≤ i ≤ n), and: 
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(1) ∀i, j∈{1, … n}, i ≠ j: Ii ∩ Ij = ∅ 
(2) ∀i∈{1, … n-1}: Ii <  Ii+1  (<  means “before” in time series)} 

The insertion and deletion time of a junction or a route can be decided by min(I1) and 
max(In) respectively. In this way, we can track the topology of the graph system. 

Definition 9 (intimestate). The intimestate data type is used to describe the state of a 
junction or a route at a certain time instant. Its carrier set is defined as follows: 

Dintimestate ={(t, sd) |  t ∈Dinstant, sd∈ Dstatedetail } 

2.1.3   Dynamic Graph Data Types 
In RMODTN, transportation networks are modeled as dynamic graphs, with every 
junction or route associated with a temporal attribute which describes its state history.  

Definition 10 (dynamic route). A dynamic route can be viewed as a normal graph 
route with a temporal attribute associated. The carrier set of the dynroute data type is: 

Ddynroute ={( rid, geometry, len, tp) | rid∈Dint, route∈polyline, len∈Dreal, tp∈Dtemporal} 

where rid is the identifier of the route which is isomorphic to integer, len is the length 
of the route, tp is the temporal attribute associated with the route, and geometry is a 
polyline which describes the geographical shape of the route. In this way, a dynamic 
route can actually assume a shape of complicated curve in the X×Y plane instead of 
just a straight line. The polyline is considered as directed, whose direction is from the 
first vertex to the last vertex, which enables us to speak of the beginning point (or 0-
end) and the end point (or 1-end) of the route. 

Definition 11 (dynamic in-graph junction). A dynamic in-graph junction can be 
considered as a normal junction with a temporal attribute associated, which connects 
two or more routes of the same graph. The carrier set of the dyninjunct data type is: 

Ddyninjunct = { (jid, loc, ((ridi, posi))
n
i 1= , m, tp) | jid∈Dint, loc∈Dpoint, tp∈Dtemporal } 

where jid is the identifier of the dynamic junction, loc is  a point value which de-
scribes the position of the junction,  m is the connectivity metrix [3] which describes 
the connectivity of the junction, and tp is the temporal attribute associated with the 
junction. (ridi, posi) (1 ≤ i ≤ n) in the above definition indicates the ith route con-
nected by the junction, where ridi is the identifier of the route and posi∈[0, 1] de-
scribes the position of the junction inside the route.  

Definition 12 (dynamic graph). A dynamic graph, G, is composed of a set of dy-
namic routes and a set of dynamic in-graph junctions. The carrier set of the dyngraph 
data type is defined as follows: 

Ddyngraph = {(gid, R, J )| gid ∈Dint , R ⊆ Ddynroute, J ⊆ Ddyninjunct } 

In implementation, R and J can be implemented as relational tables so that in a dyn-
graph value only the relation names are contained.  
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Definition 13 (dynamic inter-graph junction). A dynamic inter-graph junction is a 
junction which connects routes from different graphs. The carrier set of the dyninter-
junct data type is defined as follows: 

Ddyninterjunct = {(jid, loc, ((gidi, ridi, posi))
n
i 1= , m, tp) | jid∈Dint, loc∈Dpoint, tp∈Dtemporal } 

The definition of the inter-graph junction is very similar to that of the in-graph junc-
tion. The 3-tuple (gidi, ridi, posi) (1 ≤ i ≤ n) describes the routes connected by the 
inter-graph junction, which can come from different graphs. 

2.1.4   Graph Spatial Data Types 
Based on the above definitions for dynamic transportation networks, we can then 
define some useful data types, graph point, graph points, graph route section, graph 
line, and graph region, which form the basis for the modeling and querying of mov-
ing objects. 

Definition 14 (graph point, graph points). The gpoint data type describes a point 
inside the graph system, and the gpoints data type describes a set of graph points: 

Dgpoint  ={( gid, rid, pos) | gid, rid ∈ Dint,  pos ∈ [0, 1]}  

Dgpoints ={PS | PS ⊆ Dgpoint } 

Definition 15 (graph route section). The grsect data type represents a section of a 
route. Its carrier set is defined as follows: 

Dgrsect ={(gid, rid, S) | gid, rid ∈ Dint, S ∈ cinterval([0, 1])} 

Definition 16 (graph line). A graph line is defined as a consecutive chain of route 
sections inside the graph system. Its carrier set is defined as follows: 

Dgline  = {< ωi > 1
n
i= | n ≥ 1, ωi = (gidi, ridi, Si) ∈ Dgrsect, and: 

(1)∀i ∈ {1, n}: Si ∈ cinterval([0, 1]); (2) ∀i ∈ {1, …n-1} : adjacent(ωi, ωi+1) } 

where adjacent(ωi, ωi+1) means that ωi, ωi+1 meet with their end points spatially so 
that all route sections of the graph line can form a chain. 

Definition 17 (graph region). A graph region is defined as an arbitrary set of graph 
route sections. The carrier set of the gregion data type is defined as follows: 

Dgregion = { W | W ⊆ Dgrsect} 

2.1.5   Temporal Data Types 
In [9], Güting et al. have defined the moving and intime type constructors which take 
BASE data types and SPATIAL data types as arguments. In the following we extend 
these two type constructors by taking the gpoint data type also as its argument and 
define the moving(gpoint) and intime(gpoint) data types.  

Conceptually, a moving graph point mgp can be defined as a function from time to 
graph point: mgp = f: Dinstant → Dgpoint. In implementation, we should translate the 
above definition into a discrete representation. That is, a moving graph point is  



 Moving Objects Databases Based on Dynamic Transportation Networks 7 

expressed as a series of motion vectors, and each motion vector describes the move-
ment of the moving object at a certain time instant. 

Definition 18 (motion vector). The carrier set of the data type mvector is: 

Dmvector = {(t, gp, v
r

) | t ∈Dinstant, gp=(gid, rid, pos) ∈Dgpoint, v
r

∈Dreal} 

where v
r

 is  the speed measure. Its absolute value is equal to the speed of the moving 
object, while its sign (either positive or negative) depends on the direction of the mov-
ing object. If the moving object is moving from 0-end towards 1-end, then the sign is 
positive. Otherwise, if it is moving from 1-end to 0-end, the sign is negative.  

Definition 19 (moving graph point). A moving graph point can be represented by a 
sequence of motion vectors. The carrier set of the moving(gpoint) data type (or 
mgpoint for short) can be defined as follows: 

Dmgpoints = { (δi) 1
n
i=  | n ≥ 1, δi = (ti, gpi, v

r
i)∈Dmvector (1 ≤ i ≤ n), and: 

                                    ∀i∈{1, … n-1}: ti< ti+1 } 

For a running moving object, its motion vectors are generated by location updates 
(including IDTLU, DTTLU, and STTLU, see [3, 4]), and the last motion vector, 
called “active motion vector”, contains the current moving pattern of the moving 
object, which is the key information in computing the current (or near future) location 
of the moving object and in triggering the next location update. 

Through the sequence of motion vectors, the location of the moving object at any 
time instant during its life span can be computed from its motion vectors through 
interpolation. Therefore, a moving graph point value can be viewed as a spatial-
temporal trajectory which is composed of a sequence of trajectory units. For two 
consecutive motion vectors mvs and mve, the trajectory unit is denoted as µ(mvs, mve), 
which is a line segment linking mvs and mve in the spatial-temporal space. For the 
active motion vector mva, the corresponding trajectory unit, denoted as µ(mva), is 
called “active trajectory unit”, which is a radial starting from mva. 

Definition 20. The intime(gpoint) data type is used to describe a graph position of a 
moving object at a certain time instant, and its carrier set is defined as follows: 

Dintime(gpoint )  = {(t, gp) | t ∈Dinstant, gp ∈ Dgpoint} 

2.2   Operations 

In the earlier work on moving objects databases [9], Güing et al. have defined and 
implemented a rich set of operations on the data types listed in Group 1 of Table 1. In 
this subsection, we will show how these predefined operations can be systematically 
adapted to the RMODTN model by an “Extending” technique. Table 2 gives a sum-
mary of the operations in the RMODTN model. 

In designing RMODTN operations, the general rules for “extending” can be sum-
marized as follows: (1) Every operation whose signature involves point is extended to 
include gpoint also; (2) Every operation whose signature involves line is extended to 
include grsect and gline also; (3) Some of the operations whose signature involves  
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Table 2. Operations of the RMODTN Model 

Group Class Operations 
 Predicates isempty, = , ≠ , < , ≤ , > , ≥ , intersects, inside, before  

touches, attached, overlaps, on_border, in_interior 
 Set operations intersection, union, minus, crossings

．．．．．．．．．

, touch_points
．．．．．．．．．．．．

,  
co
．．

m
．

mon_border
．．．．．．．．．．

 
Non- Aggregation min, max, avg, avg[center], single 

Temporal Numeric no_components, size, perimeter, size[duration], 
size[length]
．．．．．．．．．．．．

, size[area] 
 Distance & direction distance, direction

．．．．．．．．．

 
 Base type specific and, or, not 
 Projection to  

Domain/Range 
deftime, rangevalues, locations

．．．．．．．．．

, trajectory
．．．．．．．．．．

, routes, 

traversed, inst, val 
Temporal Interaction with  

Domain/Range 
atinstant, atperiods, initial, final, present, at, atmin, 
atmax, passes 

 When when 
 Lifting (All new operations inferred) 
 Rate of Change derivative, speed

．．．．．

, turn
．．．．

, velocity
．．．．．．．．

 

 Transformation graph_euc, euc_graph, dyngraph, dyninjunction, 
dyninterjunction, dynroute, getid 

 Construction gpoint, grsect 
Graph 

Specific 
Data Extraction getjunctions, getroutes, pos, route, temporal, atinstant, 

statedetail, state, blockages, blocksel, blockpos 
 Truncation atperiods, present, at 
 When when 
 Projection deftime 

region are extended to include gregion also; and (4) Operations which are only suited 
for 1D data types (see [9]) or other specific data types (such as region) are not  
extended. 

According to the above rules, the underscored (line-underscored and dot-
underscored) operations in Table 2 are extended while other operations are not  
affected. 

First let’s deal with the non-temporal operations listed in Table 2. In [9], the 
signatures of most non-temporal operations (see the line-underscored non-
temporal operations, such as isempty) are defined with two data type variables π 
and σ, where π∈{int, bool, string, real, instant, point} and σ∈{range(int), 
range(bool), range(string), range(real), periods, points, line, region}. Now we 
extend the domain of π and σ like this: 

π∈{int, bool, string, real, instant, point}∪{gpoint} 
σ∈{range(int), range(bool), range(string), range(real), periods, points, line, re-

gion}∪{gpoints, grsect, gline, gregion}. 
As a result of this change, all operations whose signatures are defined with π, σ 

variables are extended to cover the newly introduced data types automatically.  
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As for the temporal operations listed in Table 2, the extension can be made in a simi-
lar way. In [9], the signatures of most temporal operations (see the line-underscored 
temporal operations, such as deftime) are defined by two data type variables α and β, (α, 
β∈BASE∪SPATIAL). Now we extend the domain of α and β like this: 
α∈BASE∪SPATIAL∪{gpoint} 
β∈BASE∪SPATIAL∪GSPATIAL 
By this extension, the operations whose signatures are defined with α, β are ex-

tended automatically.  
As for operations whose signatures are not defined with π, σ, α, β variables (see the 

dot-underscored operations in Table 2, such as crossings
．．．．．．．．．

 and loc
．．．

a
．

tions
．．．．．

), we have to 
add some supplementary signatures. The basic rule for adding supplementary signa-
tures is that gline and gregion are semantically equivalent to line, while gpoint is 
semantically equivalent to point.  

Through the above extension, the previously defined operations are enabled to deal 
with the data types newly introduced in this paper. The above extension is also suited 
to the Lifted operations. 

In addition to the extended operations, we also define a set of new operations, 
which are mainly focused on graph specific data types (see Table 2). The signatures 
of graph specific operations take the same forms as described in [2]. 

2.3   Query Examples 

Based on the data types defined above, we can then define database schemas with the 
new data types as attributes. For instance, we can have the following schemas: 

Hagenroutes (name: string, droute: dynroute);  
Hagenjunctions (name: string, djunction: dyninjunct); 
Movingobjs (mname: string, mid: int, mgp: mgpoint); 

We can also use the operations defined in this paper in the SQL statements (sup-
pose MILE, METER, and MINUTE are constant real number values which represent 
the values of one mile, one meter, and one minute respectively). 

Example 1. “Find all cargos that are currently within 5 miles from my position p”. 

Select mname, mid 
From   movingobjs 
Where  distance(val(atinst(mgp, NOW)), p)<=5 * MILE; 

Example 2. “Find all cargo pairs which are within 100m with each other for more 
than 5 minutes” 

Select A.mid, B.mid 
From   movingobjs A, movingobjs B 
Where  duration(at(distance(A.mgp, B.mgp),[0, 100*METER]))>5*MINUTE; 

This query shows the join of moving objects. The result of distance(A.mgp, 
B.mgp) is a moving real value. 
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3   Indexing the Full Trajectories of Network Constrained Moving 
Objects 

In this section, we describe the index method for network-constrained moving objects 
in RMODTN. The structure of the index, called Network-constrained moving objects 
Dynamic Trajectory R-Tree (NDTR-Tree), is two-layered. The upper layer is a single 
R-Tree and the lower layer consists of a forest of R-Trees, similar to MON-Tree [1]. 

However, different from [1, 5], NDTR-Tree employs a hybrid structure. Its upper 
R-Tree is edge-based, that is, the basic unit for indexing is the edges with smaller 
granularity, so that the intersection between different MBRs can be greatly reduced; 
while its lower R-Trees are route-based with each lower R-Tree corresponding to a 
route which has a greater granularity, so that location update and index maintaining 
costs can be reduced. In this way, the query processing and index maintaining per-
formances can be improved. Since each route can contain multiple edges with each 
edge connecting two neighboring junctions, multiple leaf records of the upper R-Tree 
can point to the same lower R-Tree, as shown in Figure 1. 

(a) Traffic Network 

(b) Trajectory Units 
Submitted in Route r1

t

pos

m4
m1

m3

m2

MBR1 MBR2

r1.e1 r1.e3 r2.e1 r5.e1 r3.e1 r7.e1r1.e2  r1.e4  r3.e2

Upper R-Tree MBR3 MBR4 MBR5 MBR6

r6
r6

r5r4

r1r2

r1
r3

r4

Lower R-Trees 

(c) The Corresponding NDTR-Tree

POS T

X Y

RID.EID

Lower R-Tree of r1 Lower R-Tree of r2 Lower R-Tree of rn

  

Fig. 1. Structure of the NDTR-Tree 

Besides, the NDTR-Tree can index the full trajectories of moving objects, and by 
maintaining the index dynamically when location updates occur, the NDTR-Tree can 
keep the latest location information in the index structure so that queries on historical, 
present, and near future locations of moving objects can be supported.  

In the following, let’s first consider the structure of NDTR-Tree. We suppose that 
the function route(rid) returns the route corresponding to the specified identifier, and 
the function RTreelow(rid) returns the corresponding lower R-Tree of route(rid). 

In the upper R-Tree, the records of the leaf nodes take the form <MBRxy, rid.eid, 
ptroute, pttree>, where MBRxy is the Minimum Bounding Rectangle (MBR) (in the X×Y 
plane) of the edge, rid.eid is a combination of the route and edge identifiers which 
uniquely specifies an edge of a route, ptroute is a pointer to the detailed route record, 
and pttree is a pointer to the lower R-Tree corresponding to route(rid). The root or 
internal nodes contain records of the form <MBRxy, ptnode>, where MBRxy is the MBR 
(in the X×Y plane) containing all MBRs of its child records, and ptnode is a pointer to 
the child node. 
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The lower part of the NDTR-Tree is composed of a set of R-Trees with each R-
Tree corresponding to a certain route and indexing all the trajectory units submitted 
by the moving objects in the route. The root or internal nodes of the lower R-Tree 
contains records of the form <MBRpt, ptnode>, where MBRpt is the MBR (in the POS×T 
plane) containing all MBRs of its child records, and ptnode is the pointer to its child 
node. The records of the leaf nodes have the form <MBRpt, mid, mvs, mve>, where 
MBRpt is the MBR (in the POS×T plane) bounding µ(mvs, mve), mid is the identifier of 
the moving object, mvs= (ts, rid, poss, v

r
s) and mve = (te, rid, pose, v

r
e) are the two 

consecutive motion vectors which form the trajectory unit (if µ(mvs, mve) is active 
trajectory unit, then mve is null). 

In deciding the MBR of a trajectory unit µ(mvs, mve), if µ(mvs, mve) is a non-active 
trajectory unit, then the MBR is <ts, poss, te, pose>. If µ(mvs, mve) is an active 
trajectory unit, then we only need to predict to the end of the route with the moving 
object running with the slowest speed ( || ψ−sv

r ) (ψ is the speed threhold).Therefore, 
its MBR is <ts, poss, tend, posend>, where tend and posend can be computed as follows 
(we assume the moving object runs towards 1-end): 

||

.*)1(

ψ−
−

+=
s

s
send

v

lengthrpos
tt r , 

lengthr

vtt
pospos

ssend
send

.

||)*(
r−+=  

Next, let’s consider how the NDTR-Tree is constructed and dynamically main-
tained through location updates. When the NDTR-Tree is first constructed in the 
moving objects database, the system has to read the route records of the traffic 
network and build the upper R-Tree. At this moment, all lower R-Trees are empty 
trees. After the construction, whenever a new location update message is received 
from a moving object, the server will generate corresponding trajectory units and 
insert them into the related lower R-Tree(s). Since active trajectory units contain 
prediction information, when a new location update occurs, the current active 
trajectory unit should be replaced by newly generated trajectory units. 

Let’s consider the situation when DTTLU or STTLU occurs. From the location 
update strategies for network constrained moving objects, we know that when 
DTTLU/STTLU happens, the moving object mo is still running in route(ridn), where 
ridn is the route identifier contained in the current active motion vector mvn. When the 
server receives a new location update message mva = (ta, rida, posa, v

r
a) (where rida = 

ridn), if mva is the first motion vector of the moving object in RTreelow(rida), then the 
system only need to insert µ(mva) into RTreelow(rida) directly. Otherwise, the system 
has to do the following with RTreelow(rida): (1) Delete µ(mvn) generated at the last 
location update; (2) Insert µ(mvn, mva) into RTreelow(rida); (3) Insert µ(mva) into 
RTreelow(rida). Figure 2 illustrates this process. 

When IDTLU occurs, the process is relatively more complicated. Suppose that the 
moving object mo transfers from route rs to re (with route identifiers rids, ride 
respectively). In this case three location update messages will be generated: 
mva1, mva2, mva3, where mva1 corresponds to the junction’s position in rs, mva2 

corresponds to the junction’s position in re, and mva3 corresponds to the location 
update position in re. The NDTR-Tree needs to make the following operations: (1) 
Delete µ(mvn) from RTreelow(rids), and insert µ(mvn, mva1) into RTreelow(rids); (2) 
Insert µ(mva2, mva3) into RTreelow(ride); (3) Insert µ(mva3) into RTreelow(ride). 
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         (a) Original trajetory units of mo at time tn                 (b) New trajetory units of mo at time ta 

Fig. 2. Maintenance of Lower R-Tree Records when DTTLU or STTLU Occurs 

The constructing and dynamic maintaining algorithm for the NDTR-Tree is given 
in Algorithm 1. In the algorithm, the function mbr() returns the MBR of the given 
trajectory unit, and the functions Insert() and Delete() finish the insertion and deletion 
of trajectory units in the corresponding lower R-Trees respectively. 

Algorithm 1. Constructing and Dynamic Maintaining Algorithm of NDTR-Tree  
General Arguments: 

N = (Routes, Juncts);  //the traffic network  

1. Read route records of N, and insert the related edges into the upper R-Tree; 
2. Set all lower R-Trees to empty tree; 
3. While (MOD is running) Do 
4.   Receive location update package LUM from moving objects (Suppose the mov-obj ID is mid); 
5.   If (LUM contains 1 motion vector mva= (ta, rida, posa, v

r
a)) Then  // DTTLU or STTLU 

6.       Let mvn be the current active motion vector of mo in RTreelow(rida); 
7.       If (mvn = NULL) Then  
8.         Insert(RTreelow(rida), (mid, µ(mvn), mbr(mvn))); 
9.     Else  
10.      Delete(RTreelow(rida), (mid, µ(mvn), mbr(mvn))); 
11.      Insert(RTreelow(rida), (mid, µ(mvn, mva), mbr(mvn, mva))); 
12.      Insert(RTreelow(rida), (mid, µ(mva), mbr(mva))); 
13.       Endif; 
14.    Else If (LUM contains 3 motion vectors mva1, mva2, mva3) Then  // IDTLU  
15.           Let mvn be the current active motion vector of mo in RTreelow(rida1); 
16.        Delete(RTreelow(rida1), (mid, µ(mvn), mbr(mvn))); 
17.        Insert(RTreelow(rida1), (mid, µ(mvn, mva1), mbr(mvn, mva1))); 
18.           Insert(RTreelow(rida2), (mid, µ(mva2, mva3), mbr(mv a2, mva3))); 
19.           Insert(RTreelow(rida2), (mid, µ(mva3), mbr(mva3))); 
20.         Endif; 
21.    Endif; 
22. Endwhile. 

Since in moving objects databases, the most common query operators, such as in-
side (trajectory, Ix×Iy×It), intersect(trajectory, Ix×Iy×It) (where Ix, Iy, It are intervals 
in X, Y, T domains), belong to range queries, that is, the input of the query is a range 
in the X×Y×T space, we take range query as an example to show how the query proc-
essing is supported by the NDTR-Tree.  

The range query processing on NDTR-Tree can be finished in two steps (suppose 
the range is Ix×Iy×It). The system will first query the upper R-Tree of the NDTR-Tree 
according to Ix×Iy, and will receive a set of (rid × period) pairs as the result, where 
period ⊆ [0, 1] and can have multiple elements; then for each (rid × period) pair,  
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Fig. 3. Range Query through NDTR-Tree 

search the corresponding lower R-Tree to find the trajectory units intersecting pe-
riod×It, and output the corresponding moving object identifiers, as shown in Figure 3 
and Algorithm 2. 

Algorithm 2. Range Query Algorithm of NDTR-Tree 

INPUT: Ix×Iy×It;  //the querying Range 
OUTPUT: Result;    //Set of moving object identifiers 

1.  Search the upper R-Tree according to Ix×Iy, and receive a set of pairs: (ridi, periodi) 1
n
i= ; 

2.  For (i :=1 to n) Do 
3.     For ∀ρ ∈ periodi×It Do 
4.       Let µ be the set of trajectory units in RTreelow(ridi) which intersect ρ; 
5.       Result= Result ∪ the set of moving object IDs contained in the element of µ; 
6.     Endfor; 
7.  Endfor;  
8.  Return Result. 

4   Implementation Issues and Performance Evaluation 

The above stated RMODTN model has been implemented as a prototype within the 
PostgreSQL 8.2.3 extensible database system (with PostGIS 1.2.1 extension for spa-
tial support), running on an IBM x205 with 17G hard disk, 256M memory, and Fe-
dora Core 4 Linux operating system. 

To evaluate the query processing performance of the RMODTN model, we have 
conducted a series of experiments based on the prototype system and some addition-
ally implemented modules. The experiments are conducted based on the real GIS data 
of Beijing for the traffic network. In order to test the performance of RMODTN on 
different map scales, we generate three data sets with 4197, 9000, and 13987 routes 
respectively by selecting different route levels. Besides, we have implemented a net-
work constrained moving objects generator, NMO-Generator, which can simulate 
moving objects according to predefined traffic networks. 

In the experiments, we have first tested the query response time. We choose query 
examples 1 and 2 of Subsection 2.3 to test the query performance for region queries 
(to search moving objects inside a region) and for join queries (to search moving 
object pairs). In order to test the “pure” query processing performances, we do not 
utilize any index structures for moving objects in this step, even though traffic net-
works are indexed with B-tree (on jid and rid) and R-tree (on geo) respectively. The 
experimental results are shown in Figure 4. 
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(a) Average Response Time for Region Queries                       (b) Average Response Time for Join Queries 

Fig. 4. Average Query Response Time of the RMODTN Model 

From Figure 4(a) we can see that region queries can be processed efficiently in the 
RMODTN model. When the number of moving objects reaches 5500, the average 
response time is around 10ms, which is quite acceptable for typical querying users. 
Besides, with the map scale increasing, the query response time only increases 
slightly. From Figure 4(b) we can see that the response time for join queries increases 
when the number of moving objects going up. Nevertheless, the response time is still 
acceptable when the number of moving objects amounts to 5500. 

In the experiments, we have also tested the performance of the proposed index 
methods. We take MON-Tree [1] as the control, and the results are shown in Figure 5. 

 

 

 

 

 

Fig. 5. Performance Comparison of UTR-Tree and MON-Tree 

From Figure 5 we can see that the NDTR-Tree has better performances compared 
with the MON-Tree in dealing with the full dynamic trajectories of moving objects. 
This is because the NDTR-Tree utilizes a hybrid index structure. On the one hand, the 
upper R-Tree takes edges as the basic unit for indexing, which has smaller granularity 
so that the intersection between different MBRs can be greatly reduced. On the other 
hand, each lower R-Tree corresponds to a route, which has bigger granularity than 
edges, so that index maintaining costs can be reduced. 

5   Conclusions 

In this paper, a new moving objects database model, RMODTN, is proposed. In 
RMODTN, transportation networks are modeled as dynamic graphs and moving  
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objects are modeled as moving graph points. Besides, a new index mechanism is 
proposed, and the implementation and performance evaluation results are dis-
cussed. Compared with other moving object models, RMODTN has the following 
features:  

(1) The system is enabled to support logic road names, while queries based on 
Euclidean space can also be supported;  

(2) Both history and current location information can be queried, and the system 
can also support near future location queries based on the predicted information;  

(3) General events of the system, such as traffic parameters, blockages and topol-
ogy changes can also be expressed so that the system is enabled to deal with the inter-
action between the moving objects and the underlying transportation networks.  

As future research, we will deal with OLAP and data mining techniques based on 
moving object trajectories.  
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Abstract. Nowadays as Internet enables to find, publish and then share infor-
mation among unfamiliar people and then enable virtual community emerges, it 
is natural to detect the consensus or interests from those on-line opinions or 
surveys, especially for those business people to acquire feedback and get senses 
which are beneficial for new prototypes design and products improvements. In 
this paper, several ways to approach community’s consensus and interest are 
addressed. Those ways mainly denote three kind of technologies, augmented in-
formation support (AIS), CorMap and iView, which mainly support different 
kinds of work during an unstructured problem solving process where creative 
ideas are barely required.   

Keywords: AIS, CorMap, iView, qualitative meta-synthesis. 

1   Introduction 

Internet creates a giant knowledge system. Currently if we want to know something, a 
search engine, e.g. google can pull many relevant or irrelevant web pages. We can 
also browse wikipedia to get more detailed information. E-commerce and e-business 
changes our traditional life style. Before buying something, we may go to search news 
about what we are concerned and may get many know-how replies from communities 
at BBS or some on-line shopping sites. Even we find partners to buy favorite things 
under a group purchase price, much lower than that at retail stores. Before traveling, 
Internet searching even becomes a necessary step and may even play important role to 
make a trip schedule. Business organizations also make use of the textual information 
to get some information about the feedbacks which are beneficial for new prototypes 
design and products improvements. That is one of driving forces of tide of business 
intelligence and data mining technologies. 

As companies issue new products or services, customer survey is a usual way to 
get assessment. However people are not always patient with questionnaires, even 
during a so-called 5-minute phone-call investigation. They may scratch a few lines at 
the blank area at the answer sheet or post their ideas at a familiar on-line forum or 
BBS, instead of comparing those options directly. People may not show their attitude 
exactly during direct investigation. That is why to adopt new ideas toward finding 
customers’ interest and opinions. In this paper, we address several ways to approach 
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community’s consensus and interest. Those ways could be a supplement to those 
traditional approaches to potential new product designs or trends of customers’ inter-
ests. The prediction of customers’ preferences is usually an unstructured problem 
since always changing customers’ appetites lead to many uncertainties. The following 
addressed technologies, augmented information support (AIS), CorMap and iView, 
mainly support different kinds of work in community opinion processing, are helpful 
to acquire a knowledge vision of unstructured problems, a result of qualitative meta-
synthesis of community intelligence. 

2   Knowledge Vision by Qualitative Meta-synthesis  

During the unstructured problem solving process, we need to depict the problem in 
structured way so as to deal with it using known methods or their integrative ways. 
How to get some structures towards those problems is of more difficulties. It is neces-
sary to get to know problem structuring methods so as to develop appropriate infor-
mation technologies to help human information processing and decision making along 
the unstructured problems solving process. 

2.1   Problem Structuring Approaches and Computerized Support 

Analytical decision methods explain how to make choices among a set of alternatives. 
Oriented to substantive rationality, those computerized methods help to fulfill the 
third phase, i.e. choice within the Simon’s intelligence-design-choice model of deci-
sion making. However, alternatives should be available at first. More attentions are 
required to be paid to the intelligence and design phases, where relevant tasks are 
undertaken through a problem structuring process. Lots of approaches to problem 
structuring are proposed mainly in Europe, especially in UK [1-5]. The Wisdom  
approach proposed by soft OR group at Lancaster University aims to procedural deci-
sion support [6]. A Wisdom process refers to facilitated session includes brainstorm-
ing, cognitive mapping and dialogue mapping. The cognitive mapping phase provides 
a macro view of the problem discussed by the group and the dialog mapping phase 
helps the group to develop consistent micro views. In parallel to many western 
schools in approaches and methodologies for unstructured problem solving, a Chinese 
system scientist Qian Xuesen (Tsien HsueShen) and his colleagues proposed meta-
synthesis system approach (MSA) to tackle with open complex giant system (OCGS) 
problems from the view of systems in 1990 [7]. OCGS problems are usually regarded 
as unstructured problems. The essential idea of MSA can be simplified as from  
confident qualitative hypothesis to rigorous quantitative validation, i.e. quantitative 
knowledge arises from qualitative understanding, which reflects a general process of 
knowing and doing in epistemology. OCGS problem solving process goes through 
three types of meta-synthesis, (i) qualitative meta-synthesis; (ii) qualitative-
quantitative meta-synthesis; and (iii) meta-synthesis from qualitative knowledge (hy-
potheses) to quantitative validation based on systems engineering practice [8]. The 1st 
type, qualitative meta-synthesis, aims to produce assumptions or hypotheses about the 
unstructured problems, i.e. to expose some qualitative relations or structures of the 
concerned problems. Computerized tools, such as group support systems (GSS),  
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creativity support systems (CSS) etc. may support qualitative meta-synthesis. The 
working process of the qualitative meta-synthesis may be achieved by those problem 
structuring methods, such as the Wisdom approach, which may also support the third 
type of meta-synthesis to achieve final validated knowledge via facilitated collective 
intelligence. Different meta-synthesis needs different supports, which are of compre-
hensive discussions in correspondence with knowledge creating process in [9].  

2.2   Qualitative Meta-synthesis to Knowledge Vision  

MSA expects to take the advantages of both human beings in qualitative intelligence 
and machine system in quantitative intelligence to generate more new validated 
knowledge which may be stored into a conceptual knowledge system. The attention to 
the qualitative intelligence reflects the emphasis of human’s dominant role at problem 
structuring and solving process, where resolutions about unstructured problems are 
captured through a series of structured approximation. For unknown or new issues, 
new ideas are often needed. Those new ideas may come from human’s imaginary 
thinking, intuition and insight. Supported by creativity software, sparkling ideas may 
drop into one’s mind. Creative solutions are often related with wisdom. Then, the 
practice of MSA is expected to enable knowledge creation and wisdom emergence. 

At this point, we can sense that Internet is such a giant knowledge system, whose 
knowledge comes from contributions of Internet users facilitated by those various 
computer technologies enabled by the Web. A seraching engine can provide many 
urls. However people still need many efforts to acquire a rough vision of the 
concerned matter even with specialized supporting tools. If the interesting topic is 
across multiple disciplines, more efforts have to be taken to investigate those 
searching results. How to gain some senses about the concerned issue both efficiently 
and effectively is a problem. If got some hints or senses from those information, 
scenarios would then be drawn for further validating process, which may finally lead 
to a comprehensive knowledge vision of the issue. Thus a rough knowledge vision is 
required at first. 

Then creative ideas are barely required than analytical or logical thinking. Creative 
thinking methods, such as brainstorming, KJ method, etc. are practical ways to acquire 
creative ideas, especially undertaken at group working level. Even complaints never 
fade toward low efficiency of group meeting, whatever is both feasible and effective for 
communication and information sharing, opinion collection and acquisition of expert 
knowledge. The Internet provides ideal context for active interactions, especially those 
empathic feedbacks and critical comments, and inevitably becomes a natural ba to 
harness the collective knowledge and creativity of a diverse community during 
collective problem solving process. The problem is how to faciliate such a process of 
acquiring knowledge vision from on-line community opinions, where augmented 
information technologies are being developed to provide somewhat helps.  

3   Augmented Information Technologies toward Community’s 
Consensus and Interests 

Shneiderman abstracted four activities, collect, relate, create and donate for a 
framework of creativity based on creativity models [10]. The augmented information 
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technologies are mainly developed to facilitate those four basic activities to acquire 
basic threads or constructs from those on-line community opinions, such as 
customers’ preferences.  

3.1   AIS – Augmented Information Support  

The AIS technology actually refers to a large category of those widely studied Web 
and text mining technologies. Web text mining technology focuses the Web pages 
which contain not only pure texts but also the hyperlinks between Web pages and 
more preprocess should be counducted on Web texts than pure texts. Figure 1 shows a 
basic Chinese Web text mining process [11].  
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Fig. 1. A basic Chinese Web Text mining process [11] 

All those technologies referred at Fig.1 are oriented to information collection, the 
1st basic activity at the problem solving process or intelligence phase. 

Besides the efficiency enhancement of searching, it is expected to acquire a set of 
records based on AIS technology with the structure as 

<topic, userID, text, keywords, time> 

Such metadata indicates the corresponding userID drops one text (e.g. one com-
ment, one blog, a title of a paper, a reply to one question) with a set of keywords un-
der the topic at the point of time. By word segmentation and filtered feature keywords 
used in text summarization, or even manual selection, a variety of human ideas and 
opinions can be transferred into one piece record of this form. The keywords for a 
blog may denote the tags. The keywords are articulated as attributes of the userID or 
the text. The next addressing technologies are based on such metadata.  

3.2   Knowledge Vision by CorMap Analysis  

CorMap analysis denotes a technology of exploratory analysis of textual data. Two 
major tasks will be carried out when CorMap analysis is applied.  
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3.2.1   Correspondence Analysis of Textual Data and Visualization of 
Correspondence Results 

This technology mainly adopts correspondence analysis which provides a method of 
factoring categorical variables and displaying them in a property space where to map 
their association in 2 or more dimensions. This method has been widely used in many 
disciplines [12]. The singular value decomposition (SVD) is the principal mathemat-

ics of CorMap analysis. Given an m-by-n matrix Z, SVD is defined as TVUZ Σ=   
where U is an m-by-m unitary matrix contains a set of orthonormal vectors called row 
singular vectors, Σ is m-by-n matrix where the diagnoal elements are nonnegative 
singular values sorted in descending order, and VT denotes the conjugate transpose of 
V, an n-by-n unitary matrix contains a set of orthonormal vectors called column 
singular vectors.  

By AIS technology, a dataset of community opinions with the quintuplet about one 
topic can be acquired and two contingency tables are formulated. Each table refers to 
a frequency matrix. The element of one matrix denotes the frequency of keyword i 
referred by the participant j relevant to the topic. The element of another matrix de-
notes the frequency of keyword i referred by the text j, 1, 2, ,i m= K , 1, 2, ,j n= K . 
Then correspondence analysis is applied to both matrices and brings out two visual 
maps. By performing a series of transformations and SVD towards the transformed 
matrix, a set of row vectors and column vectors are achieved and then rescaled with 
the original total frequencies to obtain optimal scores. These optimal scores are 
weighted by the square root of the singular values and become the coordinates of the 
points. Given the coordinates, both participants and keywords can be mapped into  
2-dimensional space. As a result, a pair of participants with more shared keywords 
may locate closer in the 2D space. 

Such kind of analysis can be applied to any combination of available participants, 
and may help to “drill down” into those community thoughts to detect some existing 
or emerging micro community. If applied to an individual participant, CorMap analy-
sis may unravel personal thinking structure.   

Fig. 2 shows a CorMap of an investigation of working definition of knowledge sci-
ence contributed by 20 faculty members and researchers of School of Knowledge 
Science at Japan Advanced Institute of Science and Technology (JAIST) taken in the 
end of 2006. Those respondents only wrote their understandings about what knowl-
edge science research and education should be. Obviously differences existed among 
their understandings. If more than 2 sentences exist in one reply, more records for 
each reply are generated for better understanding. Then the whole data set includes 33 
comments with a total of 74 filtered keywords.  

CorMap aims to show a global thinking structure contributed by comments con-
tributors, while different foci toward the topic could be easily seen. The respondent 
who locates close to the bottom of the visual map (Fig.2) obviously holds opinions far 
away from the majority.  

Moreover three indicators, dominance, agreement and discrepancy, are provided to 
measure the contributions or roles of those participants relevant to the discussion of 
the topic. Who is active in posting comments? Who always follows others’ ideas? 
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Fig. 2. CorMap visualization of a community towards working definition of Knowledge Sci-
ence (20 People with 33 comments, 74 filtered keywords) 

Who is of so peculiar thinking in this topic? Some of indicators were proposed in 
2004 [13] and an improvement was taken in 2006 [14].  Such kind of work may also 
be helpful to select appropriate people for further study later.  

3.2.2   Clustering of Ideas Based on Spatial Relations 
Given the spatial relations acquired by correspondence analysis, a variety of cluster-
ing methods such as k-means clustering can then be applied to ideas clustering and 
concept extraction for qualitative meta-synthesis.  

As shown in Fig.3, those 74-keyword spread across the 2D map is clustered into 6 
clusters by k-means method. The keyword (whose label is of bigger size of fonts) 
which is closest to the centroid of the affiliated cluster could be regarded as the label 
of the cluster. The pop-up window lists all keywords and their frequencies in the 
Cluster labeled as “interdisciplinary” close to the left border of the map. 

Furthermore instead of traditional human’s judgment of clustering numbers by 
trial-and-error, CorMap analysis applies a method to determine the true number of 
clusters. This method is based on distortion, a measure of within cluster dispersion, 
which is from the field of rate distortion theory in the information theory [15].  
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Fig. 3. Clustering of keywords (6 Clusters) and one pop-up box showing the keywords belong-
ing to the left cluster labeled as interdisciplinary)  

The motive to apply correspondence mapping about participants’ opinions is to 
provide a basic or possible association between participants and their thoughts repre-
sented by keywords. As correspondence analysis is a method for exploratory analysis, 
significance testing is not supported. Then the visualized association is not confirma-
tory, even two dimensions may not visualize more than 75% of the association be-
tween humans and keywords. Therefore it is necessary to do further analysis instead 
of drawing conclusions directly from the visualized relevance. During the community 
opinion aggregating process, the dynamic mapping is to stimulate active association 
and feedback as a catalyst for shared understanding and wider thinking. A spontane-
ous and free-flowing divergent thinking mode is expected and possible helps are 
pushed for participants’ awareness, even those hints are not confirmatory. Wild ideas 
toward the dynamic relevance, especially those isolated ideas far away from the ma-
jority may lead to some in-depth investigation for curiosity. 

3.3   Knowledge Vision by iView Analysis 

Given the same dataset used by CorMap analysis, iView analysis mainly applies net-
work analysis methods to depict the scenario of the topic. The first step of iView 
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analysis is to construct a pair of networks, one is keyword network (or text network), 
the other is human network. Here keyword network is addressed for illustration. 

3.3.1   Keyword Network: A Collective Idea Map  
In a keyword network ),( EKG = , the vertex refers to a keyword. If keyword ik  and 

keyword jk  simultaneously belong to the keyword set of one text, then an edge exists 

between two vertices jikke jiij ≠= ),,( , Eeij ∈  ( E  is the edge set). Then each 

keyword set of one text constructs a complete keyword graph, a somewhat structure 
of the text which reflect personal opinions. A keyword network denotes the aggrega-
tion of all keyword graphs based on all texts relevant to the concerned topic. If 

),( lll EKG =  indicates the keyword graph of the lth text where lK = { l
n

ll kkk ,,, 21 L } 

is the keyword set, lE  is the edge set, then ),( EKG = where lKK ∪=  = 

},,,{ 21
l
n

ll kkk L∪ , lEE ∪= }{ ije∪= , , 1, 2, , ,i j m= K  i j≠ . This topological network 

is a weighted undirected network where the weight of edge denotes the frequency of 
co-occurrence of keywords among all texts. Such a network is referred as an idea map 
contributed by all participants.  

Given such a network, more senses may be obtained via a variety of network 
analysis by detecting some of its features, such as cutpoints, centrality of keywords, 
keyword clustering, etc. which may expose different perspectives of a collective 
vision of all the participants. The underlying mathematics applied is mainly from 
graph theory social network analysis (SNA) [16]. For example, a cutpoint (articula-
tion point) of a graph is a vertex whose removal increases the number of connected 
component [17]; then the cutpoint keyword may unravel the real key ideas. So does 
the centrality analysis of the keyword vertex. With use of community structure 
detection methods, clustering of keywords may help to understand the major points 
from those keyword clusters easier instead only by frequencies of individual  
keywords. 

Fig.4 shows the keyword network of the above-mentioned investigation of knowl-
edge science. Three components and nine cutpoints, business, human, information, 
knowledge, KM (knowledge management), processes, science, systemic and tools, are 
detected. Table 1 lists the top 15 keywords in measure of degree centrality and be-
tweenness centrality, respectively. Obviously, different methods lead to different 
results. All cutpoints are among the top 15 keywords of centrality of betweenness, but 
only 6 appear within the high rank list of centrality of degree. Whatever, those central 
keywords may reveal how the community understand the concept of knowledge  
science, and may represent their interests in research and education. Based on New-
man-Girvan algorithm for community clustering [18], 4 clusters are founded (the 
maximum value of the modularity measure Q = 0.6482) at the largest component with 
62 keywords. The community structure analysis of a keyword network may provide 
some further senses than centrality of keywords about the consensus of the KS  
community. 
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Fig. 4. Community idea map of working definition of knowledge science (Cutpoint: vertex in 
square; modularity measure Q = 0.6482)   

Table 1. The top 15 keywords in measure of centrality of both degree and betweenness 

Rank Keyword Degree Keyword Betweenness 
1 knowledge 38 knowledge 1337.17 
2 human 21 human 470.83 
3 processes 14 systemic 228.00 
4 science 14 processes 186.00 
5 creation 11 science 160.83 
6 technology 11 business 118.00 
7 innovation 10 information 60.00 
8 creativity 9 creativity 54.67 
9 discovery 9 intelligence 45.00 
10 acquisition 9 creation 35.50 
11 education 9 km 29.50 
12 specialist 9 ke 29.50 
13 civilization 9 innovation 29.00 
14 business 8 technology 12.00 
15 information 7 tools 5.00 
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3.3.2   Human Net Via Keyword-Sharing between Humans 
In iView analysis, keywords-sharing between participants is considered and a human 
network where the vertex denotes a participant is constructed. If two participants 
share one keyword, a link between exists. The strength between two participants 
indicates the number of the different keywords or the total frequencies of all the 
keywords they share. From such a human net, social network analysis (SNA) is then 
applied to find the powerful people by centrality analysis and to detect the interest 
group by community structure detection, etc. 

As shown in Fig.5, the keyword-sharing network of KS investigation has 1 compo-
nent, which is split into 3 clusters. 2 cutpoints (Wier and Shun) are detected. The top 4 
keywords in centrality of degree are Saori (15), Morita (14), Honda (13) and Wier 
(10). There are 6 vertices with a degree value of 6, Shun is among them. The top 5 
keywords in centrality of betweenness are Saori (26.65), Wier (26.00), Honda 
(25.75), Morita (20.65) and Shun(18.00). All other humans’ betweenness values are 
below 10.00. The pop-up window shows one respondent’s reply (text, keyword and 
its frequency).   

 

Fig. 5. Human net of KS  investigation (3 Clusters, Q = 0.3245)  

Small scale discussion always brings out human net with one giant component. If 
the topic scope expands, more components may emerge. 
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The pair of idea map and human net could be regarded as one kind of structure 
about the dedicated topic. The exploited network analysis aims to detect basic 
concepts and main themes, influential people and the potential micro communities  
emerged during the discussion. Those information could be regarded as the constructs 
of the concerned topic and may be helpful to those latecomers or entrants to quickly 
get a rough understanding of the interesting topic, a consensus of the existing 
community. 

We can also take iView analysis to text network according to the keyword refer-
ence. Obviously, the text network is a directed network. This network may help to 
show how the ideas grow and spread during the discussion. Due to space limitation, 
detailed discussions are omitted. 

4   Concluding Remarks 

In this paper, we address three kinds of augmented information technologies, AIS, 
CorMap and iView, which are oriented to detect community’s consensus and interest 
from those opinions contributed at BBS or various on-line forums. AIS technology 
aims to collect more useful textual information from the Web. The goal of both Cor-
Map and iView analysis is to depict the collective vision toward the concerned issue 
by different ways to explore relevance between the texts and their contributors, sup-
port awareness and insights for potential hints, ideas, or senses of problems from 
which to undertake quantitative modeling for alternatives during problem solving 
process. The information detected by those data-driven, textual computing based 
visual exploration technologies could be pushed to the people to stimulate active 
participation, to show a map of human or community thinking process and then to 
construct a holistic vision by community opinions. 

It is easier for people to show real attitude due to the decentered subjectivity  
encouraged by the Internet which also enables the on-line community creation. 
Nowadays, emerging technologies are being explored and exploited to improve the 
effectiveness of information retrieval and understanding.  The tag cloud shows a 
visual depiction of user-generated tags used typically to describe the content of Web 
pages/sites. The cloud model lists the feature words alphabetically and the importance 
of a word is shown with font size or color. At this point, both CorMap and iView 
analytical technologies expose further relevance of those words and have it 
visualized.  Web 2.0 technologies enable human participation and provide context to 
apply CorMap and iView technologies to quickly get a rough understanding of the 
interesting topic. For new comers or bystanders, it is easier to know some points from 
the visualized maps of community thinking, find fancy ideas which may lead to some 
in-depth investigation for curiosity.  

The three technologies had already been applied to a famous science forum in 
China [11, 19, 20]. Both CorMap and iView technologies had integrated into different 
kind of tools for different uses, such as TCM Master Miner which exhibits a special 
way of TCM master thoughts’ mining [21]. The iView analysis is of more application 
in conference mining to show the collective knowledge vision of one discipline [22]. 
Others’ ideas are worth adopting or comparing, such as chance discovery using Key-
Graph [23] and skillMap [24] for further explorations of current technologies. 
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Abstract. Using the data of Hang Seng index futures, this empirical research 
investigates EWMA method, ARMA-EGARCH model and EVT in order to 
provide a scientifically prudent and practically available approach for the margin 
setting of calendar spread trading in China. The results show that the three 
models above have their own advantages and disadvantages, taking the stability 
and practical feasibility into consideration. EWMA is simple in calculation and 
easy to be put into practice, but it may lead to an underestimation of the market 
risk due to the inaccurate decay factor in the model. EVT is prudent, but not easy 
to be widely implemented due to the requirement for chronic data accumulation. 
ARMA-EGARCH has the best performance in both accuracy of risk estimation 
and feasibility of practical implementation. To a certain extent, the research work 
provides both theoretical and empirical support for the margin setting of the 
coming CSI300 index futures.  

Keywords: Futures Calendar Spread Trading, Margin, EWMA, 
ARMA-EGARCH, EVT. 

1   Introduction 

The development of Futures Market requires a complete set of risk management sys-
tem, in which the mechanism of margin setting plays a prominent role. Without doubt, 
an appropriate margin setting can help strengthen the market capability to withstand the 
risks and improve the market efficiency as well. 

As a prevailing international practice, dynamic margin system allows margin levels 
to be adjusted according to some relevant factors such as trading purposes, fluctuation 
of futures price and transaction activities, etc. The margin level of futures calendar 
spread trading set by most famous international exchanges is obviously lower than the 
one of speculating transaction. Aside from the easy terms of margin, compared to 
correspondents in China, most exchanges ask for lower transaction cost and looser 
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position limit, which do help decrease the expense of spread trading and increase the 
transaction volume and liquidity in futures market. There are mainly two reasons for 
such an easy margin requirement in calendar spread trading business: First, basically 
speaking, since spread trading business makes the profit based on the spread changes 
between relative contracts, it bears lower market risk than speculating does. Second, 
calendar spread trading further strengthens the price linkage between relative contracts, 
which helps to enhance market pricing function and improve market efficiency. Ob-
viously, an efficient market will in turn sustain a further reduced risk in spread trading. 

Then we move to the current requirements in China. Up to now, China implements 
the static margin system in the Futures transaction business, under which a fixed mar-
gin level is required. Although it allows slight adjustment of the margin level according 
to two measuring factors (net position of the futures contracts and the different phases 
of contracts), it may still lead to an either too high or too low margin level, because the 
market risk can not be precisely predicted merely by the said measuring factors. Fur-
thermore, most of the exchanges in China except Zhengzhou Commodity Exchange 
have a margin requirement for the position in futures calendar spread trading to both the 
buyer and the seller as futures calendar spread trading has been regarded as a kind of 
speculating. Compared to dynamic margin system, the static margin system surly in-
creases the opportunity cost, decreases market liquidity and weakens the price linkage 
between relative contracts. From a long-term point of view, it will further weaken the 
market pricing function and reduce market efficiency. 

As the Shanghai Shenzhen 300 index (CSI300) futures has been in process of 
preparation for launching by China Financial Futures Exchange (CFFEX), a more 
flexible mechanism of margin setting has turned out to be a pressing need in China. In 
the junior phase, it is advisable to learn from international successful experiences and 
build on relative theoretical innovations.  

The studies on futures margin setting mainly concentrated on the sufficiency of 
margin setting under Extreme Value Theory (EVT) model. Longin (1999)’s study on 
the Optimal Margin Levels in Futures Markets under EVT is one of the representatives 
of the achievements in this field. By estimating the margin level of the silver futures 
contract in COMEX based on two premises respectively, his study showed that, com-
paring with non-parametric statistics, normal distribution would probably lead to a 
certain underestimation [1]. Another typical achievement in this field is presented by 
Cotter (2001). He applied the Hill estimator [2] under EVT to measure downside risk 
for European stock index futures markets, and confirmed that, the margin level set by 
those European exchanges was fairly sufficient to cover the risk they predicted 
[3].Meanwhile, the studies in China mainly focused on the margin setting estimation of 
speculating transactions, which is based on the fluctuation of index spot price[4], rela-
tively little attention has been paid to the margin setting on stock index futures. Thus it 
still leaves an open space for comparative empirical research in the practical issue-an 
appropriate margin setting of Chinese stock index futures. Therefore, the aim of this 
paper is to make contribution in this very subject. Using the data of Hang Seng index 
futures, this research selects three of most dominating methods for empirical analysis to 
find a scientifically correct and practically available approach for the margin setting of 
the coming CSI300 index futures transaction. What's more, we hope it can also provide 
a further theoretical and empirical support for the establishment of related mechanism 
of margin setting of Chinese stock index futures. 
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The paper is organized as follows. Section 2 describes the current prevailing 
methods for margin estimation and the main principles and hypothetical premises for 
each. Section 3 introduces the data used, examines different methods and models for 
margin estimation and makes a comparison. Section 4 presents conclusions including 
suggestions that vary with different periods of market development. 

2   Types of Methods for Margin Setting of Stock Index Futures 
Calendar Spread Trading 

International derivatives markets are operating on a mature system of margin setting. 
Their core principle is to estimate risks and determine margin level mainly through risk 
assessments. There are various types of popular methods based on this rule. EWMA 
method and GARCH family models are generally accepted as well and have been 
adopted by most exchanges. The method based on EVT is another popular focus in 
academic discussion. 

2.1   EWMA 

Exponentially Weighted Moving Average (EWMA) assigns a greater weight to those 
more recent observations, making the predicted volatility more sensitive to recent 
variance of asset prices. It is a method that can explain volatility clustering, and pro-
duce higher precision. 

The result of EWMA is as follows: 
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Where 
tµ

Λ
 represents predicted mean of the underlying instrument, tσ is predicted 

volatility of the underlying instrument, kF∆  stands for the change of the underlying 

instrument on the k th trading day, λ  is decay factor of the EWMA method. 
The major weakness of EWMA is that, there is no mature and stable approach to 

estimate the value of the decay factor at present. The optimal approach has been ex-
plored for decades and the effort still keeps going on. Hong Kong stock exchange 
chooses fixed decay factor ( 0.96λ = ) in practical application. Fan Ying (2001) 
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employed root mean squared error (RMSE) to determine the decay factor [5]. Liu 
Yifang, Chi Guotai etc. YU Fangping , SUN Shaohong and WANG Yu-gang (2006) 
more precisely estimated the decay factor using lag coefficient in GARCH model [6]. 

2.2   GARCH Family Models 

In order to obtain a more precise estimation of volatility, GARCH family models have 
been applied to the prediction of volatility, with which the maintenance margin can be 
better estimated. 

Bollerslev (1989) developed GARCH model [7], overcoming to some extent the 
shortcomings of redundant parameters and difficulties of estimation found in the for-
mer ARCH model by Engle (1982) [8]. Furthermore, GARCH can describe volatility 
clustering and partly explain high kurtosis and heavy-tail. 

Subsequently, the Exponential GARCH (EGARCH) model, which can capture 
asymmetry noise and better portray good news and bad news's asymmetric impact on 
volatility [9], had been brought forward by Nelson (1991), in hopes of solving the 
problem of level-effect of dynamitic assets. The general form of this model is: 
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Where tε is residual term， t t thε υ= ⋅ , tυ i.i.d，and E( tυ )=0,D( tυ )=1。ω is 

const, iα is the return coefficient， jβ is the lag coefficient， iφ is the level-effect 

coefficient, whether iφ  is positive or negative decides the good news and bad news's 

asymmetric impact on volatility. 
GARCH models are extensively used in empirical financial analyses. SGX-DC 

conducts volatility studies on a regular basis to ensure that the margin levels set are 
reflective of the changes in volatilities, incorporating the recent market movements.  

2.3   Methods Based on EVT 

Both EWMA method and GARCH models assume that distributions of financial re-
turns follow certain particular types of distribution, in which the preference setting has 
been concerned with the over-all distribution of financial returns. However, the hy-
pothesis may inaccurately estimate the tail risk, causing an under or over estimation of 
margin setting. 

In fact, in assessing the risks, the tail of the financial returns distribution should be 
concentrated more. EVT does not assume any over-all distribution of the returns series. 
Instead, it only emphasizes the characteristics of the heavy tails. Well approaching the 
tail of financial returns distribution, EVT can provide a more precise margin level 
estimation than parametric statistical techniques.  

The Generalized Pareto Distribution (GPD) is the limiting distribution of normalized 
excesses over a threshold, as the threshold approaches the endpoint of the variable 
(Pickands, 1975) [10]: 
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Where β  is the scale parameter，ξ  is the shape parameter which determines the 

shape of the distribution，and 
1τ
ξ

=  is the defined tail index of the distribution. 

There are two major methods to estimate tail index: the conventional Hill estimation 
proposed by Pickands（1975）[11] and Hill（1975） [2] and VaR X− model developed 
by Huisman, etc.（1998）[12]. 

VaR X−  Estimation assumes that the financial returns series are t-distribution. 
Based on the degrees of freedom（DF）of the t-distribution which is estimated according 
to the returns of the sample data, we can accurately estimate the tail distribution of the 
financial returns(See details in [12]). Given the confidence levelα , the margin level 
can be calculated as follows: 
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Due to complexity of calculation and strict requirement for chronic data accumula-
tion on assets prices, the application of EVT in futures exchanges and clearing houses 
has met with certain difficulties. Despite of that, because of its accurate measuring of 
extreme risk, EVT has already been widely used in the field of reinsurance and meas-
urement of credit risk, where its requirement for chronic data accumulation can be met. 

3   Empirical Study on the Margin Setting of Hang Seng Index 
Futures Calendar Spread Trading  

Hong Kong stock market is the most important oversea market for china-concept 
stocks, and it demonstrates a lot of similarities (e.g. a time limit on trading, trading 
mechanism) with domestic capital market. Therefore, we here adopt the data of Hang 
Seng index futures to investigate margin setting of futures calendar spread in this re-
search work. 

3.1   Research Technique and Data Description 

The sample period analyzed in this paper ranges from Jan 25th, 2000, when HKCC has 
shifted to the present EWMA from Simple Moving Average (SMA), to May 4th, 2007. 

There are four kinds of contracts trading in the stock market with different delivery 
periods (i.e. the spot month, the next calendar month, and the next two calendar quar-
terly months). Due to the expiration effect of spot month contract, the delivery risk may 
be additionally involved in the risk of futures calendar spread trading, then probably 
cause an irrational overestimation on transaction risk. Therefore, only the data of  
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continuous contracts 3HSIc and 4HSIc 1
 will be discussed in this testing. In addi-

tion, although a contract series may exhibit considerable jumps on the day of switching 
contracts. in order to preserve the continuity of the time series, we remain the data in 
such cases in the present time serial modeling. Inter-delivery spread is defined as： 

4 3t t tF HSIc HSIc∆ = −  (6) 

Yield of inter-delivery spread（also called “spread yield”）is defined as： 

1( ) / ( )t t tR F F S t−= ∆ − ∆  (7) 

Where tF∆  is the inter-delivery spread， ( )S t  is the spot price of the underlying 

instrument. Because the margin level is determined by the fluctuation of the portfolio, 
the margin setting of futures calendar spread trading will be calculated on a basis of the 
yield of inter-delivery spread. 

3.2   Hypothesis Testing 

Spread yield of HSIF vibrates in the vicinity of zero and demonstrates apparent vola-
tility clustering, which shows significant heteroscedastic phenomenon exists in the 
yield series while it is not a white noise process. 

（1）Correlation Test and Partial Correlation Test 
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Fig. 1. Correlation test and partial correlation test for spread yield of Hang Seng index futures 
respectively 

The mean of yield series holds high-correlation and then goes to zero immediately, 
which indicates that the yield series satisfies the requirement of stability. Besides, Fig.1 
illustrates that it is an ARMA process. Therefore, in the process of time series model-
ing, ARMA model should be introduced while the yield series should satisfy ARMA 
(3, 1) process or AR (3) process. 
                                                           
1 The data of continuous futures contracts ( 3HSIc  and 4HSIc ) are sourced from Reuters 

3000Xtra Terminal. 3HSIc  is the continuous futures contract which connects all the current 1st 
quarterly contracts in the series. And 4HSIc  is the continuous futures contract which connects 
all the current 2nd quarterly contracts in the series. 
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（2）Unit Root Test 

Table 1. Unit Root Test for spread yield of Hang Seng index futures 

Unit Root Test -31.58483 1% critical value -3.433863 
  5% critical value -2.862978 
  10% critical value -2.567583 

The statistic for Unit Root Test is less than 1% critical value. At the 5% significance 
level, the test rejects the null hypothesis of a unit root in the spread yield series, which 
indicates that the time series of Hang Seng index futures’ spread yield is a steady one. 
Based on the stationarity of spread yield, we can estimate the implied volatility exactly 
with the aid of EWMA and AR-EGARCH methods and then set prudent margin levels 
of futures calendar spread. 

3.3   Results of Empirical Test 

3.3.1   EWMA Method 
According to the Hong Kong stock exchange, a decay factor λ  of 0.96, and a predic-
tion window length of 90 days are used to estimate the margin level. By using Matlab 

7.0 and EWMA method, the predicted mean 
tµ

Λ
 and predicted volatility tσ  can be 

calculated. 
Moreover, based on Normal Distribution assumption, the margin level of exchanges 

can cover 99.74% risk. And the margin level of brokers can cover 99.99% risk. 

3tExchange tM µ σ
Λ

= +  (8) 

ker 4tBro tM µ σ
Λ

= +  (9) 

The volatility tσ  of the mean 
tµ

Λ
 can be calculated by EWMA method. Thereafter, 

the margin levels of exchanges and brokers can be estimated, as shown in Figure 2. 
Based on EWMA method, the dynamic margin level can also be calculated. It 

reports that, in general, the margin level of futures calendar spread is significantly 
higher than the daily fluctuation of the spread yield. After eliminating the data on the 
days of switching contracts, we find that, at 99.99% confidence level, there are only 10 
of 1703 trading days in the sample that have a daily price difference fluctuation that 
exceeds the margin level. Therefore, EWMA is an easy and effective method for 
margin setting estimation. The margin level set by Hong Kong stock exchange, which 
is based on EWMA method and, can basically cover the risk of calendar spread, and 
bring down default risk. 
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Fig. 2. Margin level calculated by EWMA method 

3.3.2   ARMA-EGARCH Model 
From correlation test and partial correlation test, we see that spread yield series shows a 
significant auto-correlation and it has been found to be a typical ARMA-GARCH 
series. According to AIC, SC and likelihood Estimation index, we adopt 
AR(3)-EGARCH(1,1) model to describe the movement of spread yield series. Esti-
mating the parameters of AR(3)-EGARCH(1,1) model, we get that: 

Table 2. The Parameter estimated by AR(3)-EGARCH (1,1) model 

Parameter Estimated Parameter Volatility p-value 
AR(1) -0.414063 0.028520 0.0000 
AR(2) -0.201989 0.024515 0.0000 
AR(3) -0.065353 0.021807 0.0027 

ω
 

-7.526127 0.461557 0.0000 

β
 

0.510041 0.026390 0.0000 

γ
 

-0.009337 0.018655 0.6167 

α
 

0.494856 0.031500 0.0000 

EGARCH (1, 1) model can be described in the following  

1 2 3(1) (2) (3)t t t t tu AR u AR u AR u ε− − −= + + +  (10)
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According to equations above, we get the forecasting of mean and volatility. Base on 
the quantile of normal distribution and estimated parameters in  equation (8) and 
equation (9), we can set the margin levels which rely on AR(3)-EGARCH(1,1) model. 
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3.3.3   EVT: Evaluating Extreme-Value Parameter Estimated by VaR-X Model 
EVT can set the margin level more precisely in cases when there is not any exact as-
sumption of distribution of spread yield. This paper evaluates extreme-value parame-
ter-the tail index of a Pareto distribution-by VaR-X model. At 99.74% and 99.99% 
confidence level, the margin level of calendar spread trading can be estimated respec-
tively by the said VaR-X model. 

First，we sort the series of spread yield in ascending order, and then calculate 
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regression ( ) ( )0 1k k kτ β β ε= + + , we get the result: 0 0.33026β = , 

1 0.000765β = . 

The tail index of a Pareto distribution is determined as 
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= −∑ , we get the estimation of the 

correspondent margin levels under EVT. At 99.74% confidence level, margin level is 
0.427% and at 99.99% confidence level, margin level is 1.246%, both of which are 
significantly higher than the margin levels calculated based on EWMA method and 
ARMA-EGARCH model. 

3.4   Comparative Analysis 

Comparing the margin levels calculated by EWMA method, AR(3)-EGARCH(1,1) 
model and EVT, we can see that, they are all significantly higher than the yield of 
futures calendar spread trading, which can efficiently cover the market risk. The margin 
level estimated by AR(3)-EGARCH(1,1) model is slightly higher than that estimated 
by EWMA method. 

 
 

Fig. 3. Margin levels calculated by EWMA, ARMA-EGARCH and EVT 
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To examine the sufficiency, next, we carry out the Kupiec testing [13] on the above 
results. Table 4 and Table 5 illustrate the margin levels, probability of default, and 
LR-statistics. In Kupiec Test, the LR-statistics are 9.068854 under 99.74% and 
15.13671 under 99.99% significance respectively. Here we see that, at the 99.74% 
confidence level, the margin level estimated by EWMA method is less than sufficient 
to pass the test. At the confidence level of 99.99%, the margin level calculated by EVT 
is far higher than twice the maximum in the samples, which implies that, EVT may 
overestimate the risk of the quarterly contracts calendar spread trading, causing a 
correspondently higher transaction cost. 

Table 3. Default Probability of Margin setting estimated by EWMA, ARMA-EGARCH and 
EVT at the confidence level of 99.74% 

99.74% confidence level Margin level Default days probability of default LR-statistics 

EWMA  0.278% 42 2.466% 49.80198 

ARMA-EGARCH 0.289% 16 0.94% 7.836656 

EVT 0.427% 13 0.763% 4.734741 

Table 4. Default Probability of Margin setting estimated by EWMA, ARMA-EGARCH and 
EVT at the confidence level of 99.99% 

99.99% confidence level Margin level Default days probability of default LR-statistics 

EWMA  0.366% 10 5.872% 2.244236 

ARMA-EGARCH 0.375% 7 4.11% 0.552249 

EVT 1.246% 0 0% 0 

4   Concluding Remarks 

An appropriate approach for margin setting in an emerging market (like that of China) 
remains highly concentrated and has been kept under academic discussion for years. In 
the search for clearer answers, the main theoretical methods that are currently popular 
ought to be tested. The main contribution of this paper is to select the data of Hang Seng 
index futures, which is highly similar to the features of domestic capital market among 
the abundant data storage, and isolate the spread yield of quarterly contracts for con-
sideration, and then examine how EWMA method, ARMA-EGARCH model and EVT 
applied on the margin setting estimation of calendar spread trading. Thus, this paper is 
able to scrutinize their applicability respectively, and then identify suggestions in 
practice.  

The results show that the three models above have their own advantages and dis-
advantages for comprehensive consideration of the stability and practical feasibility. In 
general, EVT will conduct an overestimation of the market risk under the premise of a 
small sample, which will probably cause a high transaction cost and a decrease in 
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calendar spread trader’s enthusiasm. Contrarily, EWMA method may cause events of 
default by conducting an underestimation of the market risk, since the fixed decay 
factor is not easy to be precisely calculated in the model. Among these three methods, 
ARMA-EGARCH model has the best performance in both accuracy of risk estimation 
and feasibility of practical implementation. 

The suggestions for application in China vary with different phases of market cul-
tivation and development. Considering that the retail investors possess a large per-
centage of Chinese investors at present, the price fluctuations may be extensively fierce 
under a prompting of speculation. Therefore, at the very beginning of the launch of 
stock index futures, it is advisable to require a prudent margin setting in the transaction. 
With an increase of the transaction volume and market liquidity, investors will gain a 
better understanding of the risk in spread trading and get a better acquisition with 
spread estimation. Under such mature market environment, we suggest both EWMA 
method by selecting a precisely estimated decay factor and ARMA-GARCH model. 
The former has an obvious advantage of simple application and the latter is distinctive 
in accuracy and robustness. Once the fixed decay factor under EWMA can not be well 
estimated for certain reason, ARMA-GARCH model will turn out to be a prior rec-
ommendation in the target application. With a further data accumulation and a growing 
expansion in sample size, EVT can be applied as an effective method for examining the 
sufficiency of margin level with its prominent advantage in an accurate measuring of 
extreme risk. However, we have to express a conservative attitude towards a widely 
application of EVT on a newly open market due to its strict requirement for chronic 
data accumulation.  
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Abstract. As a sequence of two or more consecutive individual words inherent 
with contextual semantics of individual words, multi-word attracts much atten-
tion from statistical linguistics and of extensive applications in text mining. In 
this paper, we carried out a series studies on multi-word extraction from  
Chinese documents. Firstly, we proposed a new statistical method, augmented  
mutual information (AMI), for words’ dependency. Experiment results demon-
strate that AMI method can produce a recall on average as 80% and its  
precision is about 20%-30%. Secondly, we attempt to utilize the variance of oc-
currence frequencies of individual words in a multi-word candidate to deal with 
the rare occurrence problem. But experimental results cannot validate the effec-
tiveness of variance. Thirdly, we developed a syntactic method based on lexical 
regularities of Chinese multi-word to extract the multi-words from Chinese 
documents. Experimental results demonstrate that this syntactical method can 
produce a higher precision on average as 0.5521 than AMI method but it cannot 
produce a comparable recall. Finally, the possible breakthrough on combining 
statistical methods and syntactical methods is shed light on. 

Keywords: multi-word extraction, word dependency, mutual information, 
augmented mutual information, syntactical method. 

1   Introduction 

A word is characterized by the company it keeps [1]. That means not only an individ-
ual word but also the context of this word should be laid on great emphasis for further 
textual processing. This simple and direct motivation drives the researches on multi-
word which is anticipated to capture the context information from documents. Al-
though multi-word has no satisfactory formal definition, it can be defined as a  
sequence of two or more consecutive individual words, which is a semantic unit, 
including steady collocations (proper nouns, terminologies, etc.) and compound 
words. Usually, it is made up of a group of individual words and its meaning is either 
changed to be entirely different from (e.g. collocations) or derived by the straight-
forward composition of the meanings of its parts (e.g. compound words).  
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In fact, there are some overlapping between multi-word, collocation, terminology 
and similar concepts to describe the unique lexical unit in natural language. For this 
reason, the definition of multi-word is varied according to different purposes [3, 6, 10, 
12], while the fundamental idea behind these concepts is the same, that is, to find 
lexical term that is more meaningful and descriptive than individual word. 

Generally speaking, there are mainly three types of methods developed for multi-
word extraction. The first one is the linguistic methods which utilized the structural 
properties of phrases and sentences to extract the multi-words from document. The 
second one is the statistical methods based on corpus learning for word pattern dis-
covery from documents. The third one is to combine both the linguistic methods and 
statistical methods.  

As for the linguistic methods, Justeson and Katz analyze the grammatical structure 
of terminology and propose an algorithm for terminological multi-word identification 
from English texts [2]. Their method regulates the terminology using a regular ex-
pression. It is reported that the method can obtain coverage as 97% and at least 77% 
precision in noun multi-word identification, and 67% noun multi-words are con-
formed to the regulation given by them. Similar work can also be found in [3, 4]. 

Statistical methods mostly employed a series of statistical variables on words’ fre-
quency and words’ position are proposed to measure the possibility of a word pair to 
be a multi-word1. For instance, Smadja used the relative offset of two words’ posi-
tions occurring in a corpus to determine whether or not they constitute a multi-word 
[5]. His basic idea of multi-word is that the offset of two words’ positions should be a 
uniform distribution if these two words can not constitute a multi-word. And he re-
ported that this method is quite successful in terminological extraction with an esti-
mated accuracy as 80%. Similar work can also be referred to [6, 9, 14 and 21]. 

In the aspect of combining the linguistic knowledge and statistical computation, 
Chen et al use the co-related text segments existing in a group of documents to iden-
tify the multi-word terms from traditional Chinese documents [7]. Chinese stop-list is 
utilized to split the whole sentence into text segments and the statistical measure de-
rived from term frequency and document frequency is used to weight the text seg-
ments to determine whether or not longer segments should be further split into short 
segments as multi-word terms. Their method is surprisingly successful in multi-word 
extraction from traditional Chinese documents as they declare that their method can 
obtain a minimum recall as 76.39% and a minimum precision as 91.05%. However, 
the performance of their method is determined by the quality of the stop-lists specific 
for the target texts. Park et al combine the linguistic method and statistical method for 
domain specific glossary extraction in [8]. The linguistic method is used to produce 
the candidate items and the statistical method is used for multi-word ranking and 
selection. Similar work can also be found in [11, 15 and 20]. 

Our contribution in this paper includes three aspects. Firstly, we proposed AMI to 
measure the words’ dependency with goal to cope with the two problems in MI as 
unilateral co-occurrence and rare occurrence. Secondly, we investigate the effect of 

                                                           
1 Here we just talk about word pair, i.e. bi-gram, because if a method is validated for word pair, 

it can be accordingly extended to the case of more than two words. 
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variance on multi-word extraction. Previous work is invested to use predefined 
threshold for word frequency to cope with the rare occurrence problem but ours is to 
make use of the variance of words frequencies in a candidate as an alternative solu-
tion. Thirdly, we developed a linguistic method for multi-word extraction using syn-
tactic patterns of multi-words. 

2   Mutual Information, AMI, Variance and the Syntactic Method 

In this section, MI is reviewed in order to present its two deficiencies for dependency 
measure of word pair. Then AMI is proposed to deal with the deficiencies of MI. 
Especially, variance is attempted to attack the problem of rare occurrence. And the 
proposed syntactic method is specified.  

2.1   Mutual Information 

Church and Hanks propose the association ratio for measuring word association based 
on the information theoretic concept of mutual information [9]. In their method, the 
MI between word x and y was defined as Eq.1. 

)()(

),(
log),( 2 yPxP

yxP
yxI =  (1) 

)(xP  is the occurrence probability of term x and )(yP  is the occurrence probability 

of word y in a corpus.  
Sproat and Shih develop a purely statistical method using MI to determine the 

word boundary in Chinese characters [10]. Their algorithm is very successful for 
word extraction from Chinese text but the limitation of their method is that it can 
merely deal with words of length with two characters. Yamamoto and Church com-
bine residual inverse document frequency (RIDF) and MI to conduct the word extrac-
tion from Japanese text collection and they report that the substrings with higher 
RIDF and higher MI are more possible to be a Japanese word [11]. Kita et al compare 
the competence of MI and cost criteria in multi-word extraction from Japanese and 
English corpus [12]. Their study demonstrates that mutual information tends to ex-
tract task-dependent compound noun phrases, while the method of cost criteria tends 
to extract predicate phrase patterns. Boxing Chen et al use MI to compute the associa-
tion score of single word pair to automatically align the bilingual multi-word units 
from parallel corpora of Chinese and English [13]. Their experimental results demon-
strate that the performance of MI was varying with different lexicons because not all 
the source words have their corresponding target phrase in another language but it 
provided a basis for constructing a translation lexicon in which the source language 
and the target language are both multi-word phrases. Jian and Gao propose a method 
based on MI and context dependency for compound words extraction from very large 
Chinese Corpus and they report that their method is efficient and robust for Chinese 
compounds extraction [14]. However, there are too many heuristics involved to de-
termine the context dependency and the parameters are difficult to control to obtain a 
robust performance. 
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The primary reason of applying MI for multi-word extraction is that it has the sup-
port from both information theory and mathematic proof. If word x and word y are 
independent form each other, i.e. x and y co-occurred by chance, 

. P(x)P(y), P(x,y) 0y)I(x,so ==  By analogy, 0),( >yxI  if x and y are dependent of 

each other. The higher MI of a word pair, the more genuine is the association between 
two words. 

MI has some inherent deficiencies in measuring association. One is the unilateral 
co-occurrence problem, that is, it only considers the co-occurrence of two words 
while ignoring the cases that when one word occur without the occurrence of another. 
In this aspect, Church and Gale provide an example of using MI to align the corre-
sponding words between French word “chambre”, “communes” and English word 
“house” [15]. The MI between “communes” and “house” is higher than “chambre” 
and “house” because “communes” co-occurred with “house” with more proportion 
than “chambre” with “house”. But the MI does not consider that more absence is with 
“communes” than “chambre” when “house” occurred. So it determined the incorrect 
“communes” as the French correspondence of English word “house”. The other is 
concerned with the rare occurrence problem [16]. As is shown in Eq.1, when we as-
sume that )(xP  and )(yP  are very small value but ),( yxI  can be very large despite 

of the small value of ),( yxP  in this situation. That means the dependency between X 

and Y is very large despite that X and Y co-occur very small times. 
In order to compare with AMI method, the traditional MI method is employed to 

extract multi-words from a Chinese text collection. Usually, the length of the multi-
word candidate is more than two, so we need to determine at which point the multi-
word candidate can be split into two parts in order to use the traditional MI formula 
to score the multi-word candidate. To solve this problem, all the possible partitions 
are generated to separate a multi-word candidate into two parts, and the one which 
has the maximum MI score is regarded as the most appropriate partition for this 
multi-word candidate. Although some practical methods are suggested to extract the 
multi-word in [12], the method of maximum MI score employed here is different 
from them, because they are bottom up methods from individual words to multi-
words, and our method is a top-down method from multi-word candidate to indi-
vidual words or other smaller multi-word candidates. However, essentially, they 
have same back principle, i.e., to split the multi-word candidate into two compo-
nents, and use MI to rank the possibility of its being a multi-word. For a multi-word 
candidate as a string sequence { }nxxx ,...,, 21 , the formula for computing its MI score 
is as follows.  

}
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where m is the breakpoint of multi-word which separates { }nxxx ,...,, 21  into two mean-

ingful parts, ),...,( 1 mxx and ),...,( 1 nm xx + . Moreover, we can determine whether or not 

),...,( 1 mxx  and ),...,( 1 nm xx +  are two meaningful words or word combinations by look-

ing up the single word set and multi-word candidate set we established in the previous  
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step. With the maximum likelihood estimation, NxxxFxxxP nn /),...,,(),...,,( 2121 =  ( N  

is the total word count in the corpus), so the MI method can be rewritten as follows. 

)},...,(log),...,(log),...,,({loglog 1212212
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2 nmmn
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xxFxxFxxxFMaxNMI +
≤≤

−−+=  (3) 

The traditional MI score method for the multi-word candidate ranking in this paper is 
based on Eq.3. 

2.2   Augmented Mutual Information 

To attack the unilateral co-occurrence problem, AMI is proposed and defined as the 
ratio of the probability of word pair co-occurrence over the product of the probabili-
ties of occurrence of the two individual words except co-occurrence, i.e., the possibil-
ity of being a multi-word over the possibility of not being a multi-word. It has the 
mathematic formula as described in Eq.4. 
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AMI has an approximate capability in characterizing the word pair’s independence 
using MI but in the case of word pair’s dependence with positive correlation, which 
means that the word pair is highly possible to be a multi-word, it overcome the unilat-
eral co-occurrence problem and distinguish the dependency from independency more 
significantly. To attack the problem of rare occurrence problem, we defined the AMI 
for multi-word candidate more than two words as Eq.5. 
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In practical application for a sequence (x1 ,x2 ,…,xn), P(x1 ,x2 ,…,xn) = p, P(x1) = p1, 
P(x2) = p2, …, P(xn) = pn, we have  
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F is the frequency of ),..,,( 21 nxxx and nF is the frequency of nx . N is the number of 

words contained in the corpus, it is usually a large value more than 106. In Eq.7, N2log  

actually can be regarded as how much the AMI value will be increased by when one 
more word is added to the sequence. It is unreasonable that N2log is a large value and it 

makes the AMI is primarily dominated by the length of sequence. In our method, 
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N2log  is replaced by α  which is the weight of length in a sequence. Another problem 

with Eq.7 is that in some special case we have FFi = and 0=− FFi , these special cases 

would make the Eq.8 meaningless. For this reason, Eq.7 is revised to Eq.8. 
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m is the number of single words whose frequency are not equal to the frequency of 
the sequence in the corpus. β is the weight of the single word whose frequency is 
equal to the frequency of the sequence. This kind of single word is of great impor-
tance for a multi-word because it only occurs in this sequence such as “Lean” to 
“Prof. J. M. Lean”. 

2.3   Variance 

In our method, AMI is a primary measure for ranking the multi-word candidate. Be-
sides AMI, the variance among the occurrence frequencies of the individual words in 
a sequence is also used to rank the multi-word candidate as the secondary measure. 
The motivation of adopting variance is that multi-word often occurs as a fixed aggre-
gate of individual words. And the result of this phenomenon is that the variance of 
frequencies of individual words affiliated to a multi-word would be less than that of a 
random aggregate of individual words. This makes the variance could be used  
to attack the rare occurrence problem because the sequence with rare words relative to 
other frequent words in the same sequence will have a greater variance than those do 
not have. The variance of a sequence is defined as 
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2.4   The Syntactic Method 

The syntactic method we employed here is made from Justeson and Katz’s repetition 
and noun ending. But it is not the same as their method because Chinese syntactic 
structure is different from that of English. Feng et.al proposed a method based on the 
accessor variety of a string to extract the unknown Chinese words from texts [17]. 
Actually, their method is frequency based because the left accessor variety and the 
right accessor variety are determined by the number of different characters at the 
position of head and tail of the string. They used the number of the characters of these 
two positions to conduct the word segmentation, i.e. delimit word from a string, on 
Chinese characters so that the consecutive meaningful segments are extracted as 
words. Their idea is to great extent similar with ours proposed here. But our method 
does not need an outsourcing dictionary to support adhesive character elimination 
because adhesive characters have limited influences on multi-word extraction as their 
short lengths. As the counterpart of repetition in Chinese, any two sentences in a  
Chinese text were fetched out to match their individual words to extract the same 
consecutive patterns of them. And we extracted the multi-words from the extracted 
repetitive patterns by regulating their end words as nouns. The algorithm developed to 
extract Chinese multi-words is as follows. 
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Algorithm 1. A syntactic method to extract the multi-word from Chinese text 

Input: 
s1, the first sentence; 
s2, the second sentence; 

Output: 
Multi-words extracted from s1 and s2; 

Procedure: 
s1 = {w1,w2,…,wn} s2 = {w1’,w2’,…,wm’} k=0  
for each word wi in s1 
for each word wj’ in s2 
while(wi = wj’)  
k++ 

end while 
if k>1 
combine the words from wi to wi+k’ as the same con-
secutive pattern of s1 and s2 as s3 = {w1’’,w2’’,…, 
wk+1’’} 

End if 
End for 

End for 
p = |s3|; 
for word wp’’ in s3 

 if wp’’ is a noun 
  return {w1’’,…,wp’’} as the output of this 
procedure; 
 else p = p-1; 
 end if 
 if p is equal to 1  
  return null as the output of this procedure; 
 end if 
end for 

3   Multi-word Extraction from Chinese Documents 

In this section, a series of experiments were conducted with the task to extract the 
multi-words from Chinese documents to evaluate the proposed methods in Section 2. 
Basically, we divided the experiments as two groups: one is to evaluate the statistical 
methods as MI, AMI and Variance; the other is to evaluate the syntactic method. 

3.1   System Overview of Multi-word Extraction Using MI, AMI and Variance 

The multi-word extraction using statistical methods includes primarily three steps. The 
first step is to generate the multi-word candidate from text using N-gram method. The 
second step is to rank the multi-word candidates by statistical method, respectively. 
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The third step is to conduct multi-word selection at different candidate retaining level 
(clarified in Section 3.4). Figure 1 is the implementation flow chart for multi-word 
extraction from Chinese documents using MI, AMI and Variance, respectively. 

3.2   Chinese Text Collection 

Based on our previous research on text mining [18, 19], 184 Chinese documents from 
Xiangshan Science Conference Website (http://www.xssc.ac.cn) are downloaded and 
used to conduct multi-word extraction. The topics of these documents mainly focus 
on the basic research in academic filed such as nanoscale science, life science, etc so 
there are plenty of noun multi-words (terminologies, noun phrases, etc) in them. For 
all these documents, they have totally 16,281 Chinese sentences in sum. After the 
morphological analysis2 (Chinese is character based, not word based), 453,833 indi-
vidual words are obtained and there are 180,066 noun words. 

Fig. 1. Multi-word extraction from Chinese documents using the statistical methods MI, AMI 
and Variance, respectively 

3.3   Candidate Generation 

The multi-word candidates are produced by the traditional N-gram method. Assuming 
we have a sentence after morphological analysis as “A B C DE F G H.” and H is 
found as a noun in this sentence, the candidates will be generated as “G H”, “F G H”, 
“E F G H”, “D E F G H” and “C D E F G H” because multi-word usually has a length 
of 2-6 individual words. 

                                                           
2 We conducted the morphological analysis using the ICTCLAS tool. It is a Chinese Lexical 

Analysis System. Online: http://nlp.org.cn/~zhp/ ICTCLAS/codes.html 
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Definition 1. Candidate Set is a word sequence set whose elements are generated 
from the same root noun in a sentence using n-gram method.  

For example, “G H”, “F G H”, “E F G H”, “D E F G H” and “C D E F G H” construct 
a candidate set generated from the root noun “H”. At most only one candidate from a 
candidate set can be regarded as the exact multi-word for a root noun. 

3.4   Requisites for Evaluation 

The AMI formula in Eq.8 is used to rank the multi-word candidates. Here, α and 
β was predefined as 3.0 and 0. α is a heuristic value derived from our experiments on 
computing the AMI of all candidates. β is set to 0 as it contributes an unit in length to 
the candidate so that the AMI value of the sequence with this individual word will be 
greater than that of the sequence without this individual word. Also the variance of 
each candidate is calculated out for the secondary measure.  

Definition 2. Candidate Retaining Level (CRL) regulates at what proportion the 
multi-word candidates with highest AMI are retained for further selection. 

In order to match the multi-word given by our methods and the multi-word given by 
human experts, approximate matching is utilized. 

Definition 3. Approximate matching. Assumed that a multi-word is retrieved from a 
candidate set as },...,,{ 211 pxxxm =  and another multi-word as }',...,','{ 212 pxxxm =  

was given by human identification, we regard them as the same one if 
2

1

21

21 ≥
∪
∩

mm

mm
. 

The reason for adopting approximate matching is that there are certainly some trivial 
differences between the multi-word given by computer and human identification 
because human has more “knowledge” about the multi-word than computer such as 
common sense, background context, etc. 

3.5   Multi-word Extraction Using MI, AMI and Variance 

Multi-word extraction using MI employed Eq.3 to rank the candidates and AMI 
method employed Eq.8 to rank the candidates. It should be noticed that in the Vari-
ance method as shown in Fig 1, we used AMI as the first filtering criterion and vari-
ance as secondary measure. That is, if a candidate has the greatest AMI and the least 
variance in its candidate set concurrently, this candidate will be regarded as a multi-
word. Otherwise, it will not be regarded as a multi-word and no multi-word comes out 
from this candidate set. 

We varied the CRL for each method at different ratio as 70%, 50% and 30% so 
that the performances of the above three methods can be observed at dynamic set-
tings. A standard multi-word base for all documents is established. 30 of 184 papers 
are fetched out randomly from text collection as test samples and the performances of 
examined methods are observed from them.  

Table 1 shows the experimental results from MI, AMI and Variance, respectively. 
It can be seen that recall is decreasing while precision is increasing when CRL  
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declines from 0.7 to 0.3. The decrease of recall can be convincingly explained be-
cause fewer candidates are retained. And the increase on precision clarifies that multi-
words actually have higher AMI than the candidates which are not the multi-words. 
On average, the greatest recall is obtained as 0.8231 at CRL 0.7 with AMI method 
and the greatest precision is obtained as 0.2930 at CRL 0.3 also with AMI method. 
This illustrates that AMI outperforms MI and Variance convincingly on all the pa-
rameter settings. The performance of MI and Variance are comparable on the whole: 
the precision of Variance is significantly higher than MI and the Recall of MI is better 
than MI method.  

The motivation of variance is that the individual words of a fixed phrase which is a 
multi-word usually have a less variance in their occurrence frequencies. We reasona-
bly speculate that the variance would improve the precision in multi-word extraction 
although the improvement of recall is not ensured. However, the experiment results 
did not validate our assumption of variance and the fact is that variance would reduce 
both the recall and the precision in multi-word extraction. We conjecture that  
multi-words may not have the same properties as that of the fixed phrases, that is, the 
individual words of a multi-word do not usually have the least variance among its 
candidate set although they have a low variance. For instance, assuming all individual 
words of a candidate are rare occurrence words, the variance of that candidate cer-
tainly is the least one in its candidate set. This candidate cannot be regarded as a 
multi-word because of its low occurrence.  

Table 1. Performances of strategy one and strategy two on multi-word extraction from Chinese 
text collection at different CRLs. Av is the abbreviation of “average”; R is the abbreviation of 
“Recall”; P is the abbreviation of “Precision”; F is the abbreviation of “F-measure”. 

 MI AMI Variance 
CRL Av-R Av-P Av-F Av-R Av-P Av-F Av-R Av-P Av-F 
0.7 0.7871 0.2094 0.3272 0.8231 0.2193 0.3425 0.5621 0.2019 0.2913 
0.5 0.5790 0.2174 0.3105 0.6356 0.2497 0.3515 0.3951 0.2317 0.2832 
0.3 0.2652 0.2375 0.2419 0.3878 0.2930 0.3229 0.2040 0.2553 0.2160 

3.6   Evaluation for the Syntactic Method 

Table 2 is the evaluation results of the proposed syntactic method. It can be seen that 
the syntactic method can produce a higher precision than any one of the above statis-
tic methods. However, the recall of this syntactical method cannot compete with the 
statistical methods. Furthermore, we should notice here that the F-measure of the 
syntactic method is also greater that any one of our statistical methods. That means 
the syntactic method can produce a more balancing recall and precision than those 
from statistical methods. In other words, the advantage of statistic method is that it 
can cover most of the multi-words in Chinese texts despite of its low precision but the 
syntactic method can produce a highly qualified multi-word extraction although its 
coverage is limited.  
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Table 2. Performance of syntactic method on multi-word extraction from Chinese text collec-
tion. Av is the abbreviation of “average”. 

Av-Precision Av-Recall Av-F-measure 
0.3516 0.5520 0.4152 

4   Concluding Remarks and Future Work 

In this paper, we proposed three methods for multi-word extraction as AMI, Variance 
and a syntactic method. AMI is proposed to attack the two deficiencies inherent in 
MI. We pointed out that AMI has an approximate capability to characterize the inde-
pendent word pairs but can amplify the significance of dependent word pairs which 
are possible to be multi-words. Variance was attempted to attack the problem of rare 
occurrence because individual words belonging to a multi-word may usually co-occur 
together and this phenomenon will make the variance of their occurrence frequencies 
very small. A syntactic method based on the simple idea as repetition and noun end-
ing is also proposed to extract the multi-words from Chinese documents. 

Experimental results showed that AMI outperforms both MI and Variance in statis-
tical method. Variance cannot solve the problem of rare occurrence effectively because 
it can improve nether precision nor recall in multi-word extraction from Chinese docu-
ments. The syntactic method can produce a higher precision than the statistic methods 
proposed in this paper but its recall is lower than the latter. Based on this, we suggest 
that the performance of extraction could be improved if statistical methods are used for 
candidate generation and the linguistic method for further multi-word selection. 

As far as the future work was concerned, the performance of multi-word extraction 
is still of our interest, that is, statistical and linguistic methods will be combined  
according their advantages in multi-word extraction. More experiments will be con-
ducted to validate our hypotheses, especially on the solution of rare occurrence prob-
lem. Moreover, we will use the multi-words for text categorization and information 
retrieval, so that the context knowledge could be integrated into practical intelligent 
information processing applications. 
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Abstract. This article aims to automate the extraction of information from 
semi-structured web documents by minimizing the amount of hand coding. Ex-
traction of information from the WWW can be used to structure the huge 
amount of data buried in web documents, so that data mining techniques can be 
applied. To achieve this target, automated extraction should be utilized to the 
extent possible since it must keep pace with a dynamic and chaotic Web on 
which analysis can be carried out using investigative data mining or social net-
work analysis techniques. To achieve that goal a proposed framework called 
Spiner will be presented and analyzed in this paper. 

Keywords: Counterterrorism, dark web, iMiner, investigative data mining, 
spiner. 

1   Introduction 

The bulk of today’s extraction systems identify a fixed set of Web resources and then 
rely on hand coded wrappers [1] to access the resource and parse its response. The 
information extraction system should be dynamic enough to identify and extract the 
information from even unfamiliar web sources in order to scale with the growth of  
the Internet. In this article we propose a framework for extracting information from 
semi-structured Web documents.   

Spiner is the proposed framework/system that is presented in this paper and can 
minimize the amount of hand coding required for the identification and extraction of 
information from different web resources. It doesn’t eliminate the need for website 
wrappers needed for parsing but favors XML based wrappers against a site. The 
Spiner subsystem “XML Application Engine”, as shown in Figure 1, provides user 
graphical facilities to prepare XML wrappers for corresponding sites and their appli-
cation to extract information. Designing a website wrapper can be as simple as select-
ing the HTML and designing a pipeline structure (see next section for details) with a 
graphical user interface. Spiner’s web robot uses web indices stored in a database to 
search and provide the XML Application Engine with the data input. Spiner can use 
any search engine(s) to populate the web indices database. Spiner’s learning engine 
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identifies the different patterns in those XML wrappers to extend its learning of  
parsing the websites. The Spiner Learning Engine keeps on learning HTML data 
structures, to minimize the writing of XML Wrappers.  The XML application engine 
consults the Spiner learning engine, to help the one who is writing the XML wrappers 
for the site.   

 

Fig. 1. System Architecture of Spiner 

When Spiner’s learning engine encounters anything, for example, a combination of 
user text and tags, it prompts the user with all of the results found against that pattern 
in the patterns database, and the user only needs to select suitable ones from it or 
write a new one. In case a user designs a new parsing schema against that pattern, the 
result is saved in the patterns and rules database to be used later against that combina-
tion. In case of the absence of user input against any pattern in the database, the learn-
ing engine identifies the best one from the database, if it has one, and continues  
further. In this way Spiner’s learning subsystem takes care of parsing for something 
which has not been wrapped up by any of the wrappers yet.   This type of learning 
experience can be used by the system to parse the new resources whose wrappers are 
not yet prepared.  

Spiner’s integration subsystem takes care of its integration with various investiga-
tive software applications, so that the extracted information can be used for analysis 
and investigation. The extracted information is transformed into XML or CSV 
(comma separated values) files, and exported to other systems like iMiner [2] or 
NetMiner [3], so that the interesting and useful results can be deducted. 

2   Pipeline Structure 

The pipeline structure is actually something, which standardizes the structuring of 
HTML. To understand how it accomplishes the task let us first understand its three 
main constituents.  



56 N. Memon et al. 

2.1   Components of the Pipeline Structure 

Pipeline: The pipeline is analogous to pipelines which are used for water supplies in 
daily life. The only difference is that in Spiner HTML characters will flow in it. As in 
normal Life every pipeline ends up at some reservoir, where the contents that are 
flowing in it can be saved. The pipeline has valves to support the distribution of the 
contents it carries to different reservoirs based on different rules. Any combination of 
HTML tags and text can be the rule on which reservoirs are changed. 

Valve: A valve is a type of switch which is used to join two Pipelines. These switches 
have an open and closed condition over which transmission is shifted to the joined 
pipeline and back to originating pipeline on which that switch is fixed.  

Reservoir: A reservoir is a storage place where we can store the contents which are 
flowing through pipelines, i.e. HTML. 

When the HTML flows through the Pipeline, various combinations of tags and text 
results in the opening and closure of different valves, information is separated and 
stored in different storage reservoirs. The pipeline structure as shown in figure 2 can 
be used to separate any links which any html page contains. Although this example is 
a simple one, it demonstrates how a pipeline data structure works. In the upcoming 
section a relatively more complex example is also described. 

 

Fig. 2. Pipeline Data structure dividing html page in two parts links and remaining html 

In this example, HTML is flown through a pipeline which has only one valve 
which opens up every time a <A> tag flows through pipeline and closes on en-
countering a </A> tag. This main pipeline ends up at the storage reservoir Rem-
nant. The valve connects the main pipeline with another pipeline which ends up at 
the storage reservoir all links. Actually whenever the valve is opened the transmis-
sion is shifted from the main pipeline to the pipeline which ends at the all links 
reservoir and whenever the valve is closed the main pipeline carries the html to 
remnant. We can even separate links to any level by adding valves in the pipeline 
which carries links. In this way we can identify meaningful html data, separate out 
and then rejoin different things stored in different reservoirs to any structure. The 
valve condition can be as complex as is needed and thousands of valves can be 
fixed on one pipeline. 
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2.2   Why a Pipeline Structure? 

To standardize parsing of HTML documents we needed a data structure in which any 
type of parser can be specified. SAX parsers are there to parse the HTML but can’t be 
used for standardizing extraction of the information from thousands of sources. Much 
coding is also needed to write SAX based wrappers for thousands of websites which 
urge the need of a high level framework which is built on the SAX or the DOM Parser 
to extract information. With a pipeline data structure we can specify any type of rule 
in XML with an open and close condition which is composed of a combination of 
HTML components. These valves can be used to identify and separate out values of 
fields and records lying there in HTML text and the values of these fields and records 
will be united to form the Structured Information from any website. For joining these 
field values and records are mapped with XML wrappers which actually wrap up 
targeted structure. 

We can call these wrappers representing the targeted structure as Entity Wrappers 
because they wrap entities. 

Coding can be reduced to a minimum level by programming a GUI which forms an 
XML Wrapper, which is then used by Spiner’s information extraction engine to ex-
tract the information.  

It is noted that the CSS is used for formatting HTML documents. Rapidly changing 
sites usually keep changing style sheets to change their layout and GUI. Whenever a 
site’s layout or GUI is changed, it is actually the CSS where the change takes place. 
The ID’s, class names and tag names are the same which are used in the CSS to con-
nect it to HTML components. If the rules for the opening and closure of valves are 
based on CSS ID’s, class names and tag names like we have done in the threats site 
example, Spiner’s pipeline structure can adjust to site changes automatically and we 
don’t have to write a new wrapper for the updated site. 

3   Designing XML Wrappers with Spiner 

Spiner’s application engine’s GUI is formulated to assist XML wrapper design. The 
GUI is designed in such a way that it only prompts the user to identify the targeted 
information and then calculates the unique combination of HTML components at the 
back end. The CSS styles precedence, so that changes in web layouts can be auto-
mated within the Spiner application engine. The engine back-end will be persisting 
those rules by transforming them into XML automatically. These rules will be used to 
prepare valves in the pipeline data structure.  The GUI can also show the user dy-
namically the pipeline structure, like we have done in Figure 2 and 4, using any open 
source visualization framework. This will help the user to comprehend what s/he has 
accomplished so far and what is still needed.  

4   Dark Web and Counterterrorism Model 

Spiner can be a useful system to utilize in a dark web analysis scenario. The system 
architecture to accommodate dark web analysis is shown in Figure 3. The wrappers 
are designed for each of the different terrorist group websites, terrorism databases and 
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government information sites. Spiner web robots will spider those sites and then 
structured information can be extracted from HTML data provided by the Spiner web 
robot. That information is used by the integrated investigation system iMiner [2] to 
deduce analyst-friendly results. For example we can identify a hidden hierarchy using 
iMiner to uncover which dark sites influence other dark sites in a dark web analysis. 
The simulation of terrorism databases is also shown in the next section. So Spiner can 
play a vital role in dark web analysis. 

 

 

Fig. 3. Spiner Model to carry out Dark Web analysis 

5   Example 

The wrapper described in Figure 4 can be used to effectively parse down the HTML 
at http://www.trackingthethreats.com to extract any entities, relations, metadata and 
other available info. 

Spiner will automatically separate all of them in different reservoirs, from which 
they can be exported to iMiner for analyzing, visualizing and destabilizing the terror-
ist networks [5] [6]. 

 

Fig. 4. Implementing the above pipeline site 
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Spiner’s Export Subsystem will identify and consolidate, normalize and transform 
the information such that it is readable and importable to iMiner. iMiner’s import 
facilities will then be used to import that data for analysis. 

6   iMiner Knowledge Base  

The focus of the knowledge base we have developed is the agglomeration of publicly 
available data and integration of the knowledge base with an investigative data min-
ing software prototype. The main objective is to investigate and analyze terrorist net-
works to find hidden relations and groups, prune datasets to locate regions of interest, 
find key players, characterize the structure, trace a point of vulnerability, detect the 
efficiency of a network and to discover the hidden hierarchy of non-hierarchical  
networks.  

The iMiner knowledge base (see Figure 5) consists of various types of entities. 
Here is an incomplete list of the different entity types: 

• Terrorist organizations such as Al Qaeda 
• Terrorists such as Osama Bin Ladin, Ramzi Yousef, etc. 
• Terrorist facilities such as Darunta Training Camp, Khalden Training Camp, 

etc. 
• Terrorist events/ attacks such as 9/11, WTC terrorist attack 2003, etc. 

The dataset also contains various types of relations connecting instances of different 
entity types. Here is a partial list of the various relation types: 

• MemberOf: instances of terrorist can be affiliated with various instances of 
terrorist organization. 

• FacilityOwner: instances of terrorist facility are usually run by instances of 
terrorist organizations. 

• FacilityMember: instances of terrorist are linked to various instances of ter-
rorist facilities if the terrorist instance attended/ spent some time at the  
facility. 

• ClaimResponsibility: instances of terrorist organization are linked to the in-
stances of terror attacks they claim responsibility for. 

• ParticipatedIn: instances of terrorist that may have participated in instances 
of terror attacks. 

The iMiner system applies a spider management system as well as spiders to import 
data that is available on the Web. We have developed a prototype system to get in-
formation from online repositories and save it in its knowledge base for analysis.  

The analysis of relational data is a rapidly growing area within the larger research 
community interested in machine learning, knowledge discovery, and data mining. 
Several workshops [7, 8, 9] have focused on this precise topic, and another DARPA 
research program — Evidence Extraction and Link Discovery (EELD) —focuses on 
extracting, representing, reasoning with, and learning from relational data.  

We stored data in the knowledge base in the form of triples, 
<subject, object, relationship> 
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where subject and object may be entities of interest and relationship is a link between 
the two entities.  These triples are also used in the Resource Description Framework 
(RDF). 

The binary–relational view regards the universe as consisting of entities with bi-
nary–relationships between them.  An entity is anything which is of interest and can 
be identified.  A binary–relationship is an association between two entities.  The first 
entity in a relationship is called the subject and the second entity is called the object.  
A relationship is described by identifying the subject, the type of relationship, and 
object for example: Bin Laden is leader of Al Qaeda can be written as (Bin Laden. 
leaderOf .Al Qaeda).   

N–ary relationships such as Samad got bomb making training from Zarqawi may 
be reduced to a set of binary–relationships by the explicit naming of the implied en-
tity. For example: 

training # 1. trainee .Samad 
training #1. trainer  .Zarqawi 
training #1. got training of .bomb making 

There are several advantages and disadvantages of using binary relational storage [10] 
such as: 

• The simple interface between a binary relational storage structure and other 
modules of a database management system consists of three procedures: 

o insert (triple); (ii) delete (partial specification of triple); (iii) retrieve 
(partial specification of triple) 

• Retrieval requests such as “list of all terrorists that met at Malaysia before 
9/11” are met by issuing a simple retrieval call (terrorist. met at Malaysia be-
fore 9/11. ?) which delivers only that data which has been requested. 

Multi-attribute retrieval may be inefficient.  The use of a binary relational structure 
for multi-attribute retrieval might not be the most efficient method (irrespective of the 
way in which the structure is implemented).  To illustrate this, consider the example: 
“retrieve (the names of) all young (25 years old) married terrorists involved in the 
9/11 attacks who attended flight schools and got terrorist training in Afghanistan”. 
Using a binary-relational structure, one could issue the retrievals: 

(? .marital status. Married) 
(? .age. 25) 

(? .involved in. 9/11 terrorist attacks) 
(? .attended. flight schools) 
(? .got terrorist training. Afghanistan) 

and merge the resultant sets to obtain the required data.  This is probably much faster 
than having to do a sequential search through the whole database, which would be 
necessary if the database were held as a file of records (name, age, marital status, etc.) 
ordered on name.   The sociogram of the Al Qaeda network integrated in the software 
prototype iMiner is depicted in Figure 5. 
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Fig. 5. iMiner Knowledge base 

We have harvested terrorists’ information from the Internet. The iMiner system is 
bundled with a powerful spidering engine to update its knowledge base by harvesting 
the information present on different sources on the Web.  At present it only supports 
one data source, as discussed above, but it can be expanded to support many data 
sources as per requirement. 

7   Automating a Dynamic Price Engine  

E-commerce has emerged as the most important field of commerce. In a world of 
people where a high percentage of them use the internet regularly, the importance of 
e-commerce cannot be ignored. The advent of B2B sites has provided end users with 
a kind of bargaining on the internet, where they can get a glimpse of the prices at 
which different vendors and distributors are selling. On one end these sites have fa-
cilitated end-users, while on the other end the cost is paid by the distributors and ven-
dors by regularly maintaining their shopping carts, fine-tuning their prices and profits 
to keep their self in the market. 
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In such circumstances, the automation of this price tuning is absolutely neces-
sary. The automation can be a rule based engine which on the basis of predefined 
rules, tunes the prices of the products which are on catalogue. The database of 
rules can be either maintained with RDBMS technology or XML. The other main 
variable involved in the processing of such an engine is the prices with which the 
competitors in the market are selling the same product. The lowest prices regis-
tered on B2B price comparison sites are entities of premiere interest too for such 
rule based engines. The engine can then perform optimization of prices and profits 
based on business constraints specified in the shape of rules, the pricing informa-
tion gathered from the internet, and the original prices of the product as shown in 
Figure 6. 

 

Fig. 6. Spiner’s Model for automating a dynamic pricing engine to equip e-commerce systems 

The ever changing nature of the internet sites has made automation of product in-
formation and price extraction very difficult, if not impossible. The layouts of sites 
keep on changing, which adds a lot to the maintenance cost of an Extraction Engine 
and development never ends for such a system. Spiner can be viewed as an affordable 
solution to this business problem. The GUI of Spiner’s Application Engine makes it 
possible for the user to express parsing logic in XML wrappers and thus eliminating 
the need for coding. Designing the XML Wrapper is as easy as selecting the targeted 
information and the Application Engine calculates the combination of tags to uniquely 
identify the information as its own. As the Application Engine is described in pro-
ceeding sections, it will not be redefined here. 

The other problem for such a system is how to identify a targeted product in the 
absence of any standard. There are many standards being designed originally to ad-
dress this problem like MFG Number, MPN, UPC, and SKU. The problem with those 
standards is illustrated in the following business scenario.  

Suppose “A’s shopping” is an ecommerce site for distributor “A” which uses an 
MPN number as a Product Identification standard. “B’s shopping” is an ecommerce 
system for A’s competitor which uses an SKU for product identification. In such a 
case, matching A’s products with B’s products can be very dangerous. It is seen in the 
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current e-commerce market that each distributor doesn’t differentiate the standards 
the same, so even if B starts using the MPN standard, SKU’s can be stored as MPN 
numbers and thus make it a dangerous choice to be used in matching. The distributors 
are also seen adding a suffix to MPN numbers and polluting it enough to make it 
difficult to be used for matching. To illustrate this situation, we may consider a prod-
uct such as the Toshiba Satellite A135-S4527 Notebook. 

 
Product Price comparison site Product Identifier 

Toshiba Satellite  
A135-S4527 Notebook 

www.pricegrabber.com MPN:  
PSAD0U05400P 

 
Toshiba Satellite  

A135-S4527 Notebook 
www.shopping.com MPN: A135-S4527 

UPC: 032017833005 
 

Hence we cannot accomplish the task by merely matching the MPN standards. The 
shopping site also provides the UPC number but due to the fact that the price-grabber 
site doesn’t follow the UPC standard we cannot use it as well. These types of difficul-
ties can be countered by using detailed specification matching. Spiner can be used to 
parse down their detailed specification, transform them into name value pairs and then 
matching the attributes of each product to identify the same product. 

8   Conclusion 

In this article we have proposed a new framework for extracting information from 
semi-structured web pages.  The proposed framework (Spiner) can be a useful system 
to utilize in a dark web analysis scenario. The system architecture to accommodate a 
dark web analysis was described and analyzed. Efficient wrappers were designed for 
different terrorist group websites, terrorism databases and government information 
sites. The system’s web robots crawl those sites and extract structured information 
from HTML data provided by the system’s web robots.  Also, an alternative use of the 
proposed system architecture for e-commerce purposes has been described and alyzed. 

From the analysis it is evident that Spiner will be capable of handling the dynamic 
and chaotic character of the present day World Wide Web by using investigative data 
mining enhanced with social network analysis techniques. A future research direction 
that we intend to follow is the implementation of Spiner into a fully function and 
customizable tool that will be further used by academics and businesses. The practical 
aspects of the framework will be explored and its suitability for other areas of re-
search will be investigated. 
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Abstract. Data mining deals with the problem of discovering novel and inter-
esting knowledge from large amount of data. It is the core problem in building a 
fuzzy classification system to extract an optimal group of fuzzy classification 
rules from fuzzy data set. To efficiently mine the classification rule from data-
bases, a novel classification rule mining algorithm based on particle swarm  
optimization (PSO) was proposed. The experimental results show that the pro-
posed algorithm achieved higher predictive accuracy and much smaller rule list 
than other classification algorithm. 

Keywords: Data mining, Classification, Particle swarm algorithm. 

1   Introduction 

In the last years information collection has become easier, but the effort required to 
retrieve relevant pieces of it has become significantly greater, especially in large-scale 
databases. As a consequence, there has been a growing interest in powerful tools 
capable of facilitating the discovering of interesting and useful information within 
such a huge amount of data. 

One of the possible approaches to this problem is by means of data mining or 
knowledge discovery from databases (KDD)[1]. Through data mining, interesting 
knowledge can be extracted and the discovered knowledge can be applied in the cor-
responding field to increase the working efficiency and to improve the quality of 
decision making. Classification rule mining is one of the important problems in the 
emerging field of data mining which is aimed at finding a small set of rules from the 
training data set with predetermined targets[2]. There are different classification algo-
rithms used to extract relevant relationship in the data as decision trees that operate a 
successive partitioning of cases until all subsets belong to a single class. However, 
this operating way is impracticable except for trivial data sets. In literature, several 
machine learning methods have been applied in solving fuzzy classification rule gen-
eration problem. In [3], a method called fuzzy decision trees is presented to extract 
fuzzy classification rules from data set containing membership values. Since fuzzy 
decision tree is easily trapped into local optimal, evolutionary algorithms with ability 
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of global searching is introduced in the domain [4]. In recent years, evolutionary  
algorithms(such as genetic algorithm, immune algorithm and ant colony algorithm) 
have emerged as promising techniques to discover useful and interesting knowledge 
from database[5]. Rule extraction method based on evolutionary method is widely 
adopted in recent publications and a survey can be found in [6]. 

The classification problem becomes very hard when the number of possible differ-
ent combinations of parameters is so high that algorithms based on exhaustive 
searches of the parameter space become computationally infeasible rapidly. Espe-
cially, there are numerous attempts to apply genetic algorithms(GAs) in data mining 
to accomplish classification tasks. In addition, the particle swarm optimization (PSO) 
algorithm[7][8], which has emerged recently as a new metaheuristic derived from 
nature, has attracted many researchers’ interests. The  algorithm has been successfully 
applied to several minimization optimization problems and neural network training. 
Nevertheless, the use of the algorithm for mining classification rule in the context of 
data mining is still a research area where few people have tried to explore. The algo-
rithm, which is based on a metaphor of social interaction, searches a space by adjust-
ing the trajectories of individual vectors, called ”particles ” as they are conceptualized 
as moving points in multidimensional space. The individual particles are drawn sto-
chastically toward the position of their own previous best performance and the best 
previous performance of their neighbors. The main advantages of the PSO algorithm 
are summarized as: simple concept, easy implementation, robustness to control pa-
rameters, and computational efficiency when compared with mathematical algorithm 
and other heuristic optimization techniques. The original PSO has been applied to a 
learning problem of neural networks and function optimization problems, and effi-
ciency of the method has been confirmed. In this paper, the objective is to investigate 
the capability of the PSO algorithm to discover classification rule with higher predic-
tive accuracy and a much smaller rule list. In the following sections, a simple review 
of PSO algorithm will be made, then the algorithm for generation of classification 
rules is described in details, and at last an experiment is conducted to show the per-
formance of the algorithm. 

2   PSO Algorithm and Its Binary 

2.1   PSO Algorithm 

PSO is a population-based optimization technique proposed firstly for the above 
unconstrained minimization problem. In a PSO system, multiple candidate solu-
tions coexist and collaborate simultaneously. Each solution called a particle flies 
in the problem search space looking for the optimal position to land. A particle, as 
time passes through its quest, adjusts its position according to its own experience 
as well as the experience of neighboring particles. Tracking and memorizing the 
best position encountered build particle’s experience. For that reason, PSO  
possesses a memory (i.e. every particle remembers the best position it reached 
during the past). PSO system combines local search method (through self ex-
perience) with global search methods (through neighboring experience), attempt-
ing to balance exploration and exploitation. 
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A particle status on the search space is characterized by two factors: its posi-
tion and velocity, which are updated by following equations. 

[ ] [ ] ( ) ( ) ( ) ( )1 21i i i i g iV t V t c rand P X c Rand P Xω+ = + × • × − + × • × −                   (1) 

[ ] [ ] [ ]1 1i i iX t X t V t+ = + +                                         (2) 

where, ,1 ,2 ,, , ,i i i i nV v v v⎡ ⎤= ⎣ ⎦" called the velocity for particle i, which represents 

the distance to be traveled by this particle from its current position; 

,1 ,2 ,, , ,i i i i nX x x x⎡ ⎤= ⎣ ⎦" represents the position of particle i; iP  represents the 

best previous position of particle i (i.e. local-best position or its experience); gP  

represents the best position among all particles in the population 

[ ]1 2, , NX X X X= " (i.e. global-best position); Rand() and rand() are two inde-

pendently uniformly distributed random variables with range [0,1]; 1c  and 2c are 

positive constant parameters called acceleration coefficients which control the 
maximum step size; ω  is called the inertia weight that controls the impact of 
previous velocity of particle on its current one. In the standard PSO, Equation(1) 
is used to calculate the new velocity according to its previous velocity and to the 
distance of its current position from both its own best historical position and its 

neighbors’ best position. Generally, the value of each component in iV  can be 

clamped to the range [ ]max max,v v−  to control excessive roaming of particles 

outside the search space. Then the particle flies toward a new position according 
to(2). This process is repeated until a user-defined stopping criterion is reached.  

2.2   The Binary Version of PSO Algorithm 

As mentioned above, PSO is extended to binary version to cope with discrete optimi-
zation problem. The difference between the binary version and original one mainly 
lies in the particle’s encoding style. In the binary version, the ith particle’s value of 
each dimension, denoted by xid, is either 0 or 1. The exact value of xid is determined 
by a probability which depends on the changing rate vid. The concrete mechanism 
can be depicted as the following equations: 

1 2() ( ) () ( )id id id id gd idv v c Rand p x c Rand p xω= + − + −i i i i i             (3) 

( () ( ))  1  0id id idif rand S v then x else x< = =                            (4)  

where, rand() and Rand() are quasirandom numbers selected from a uniform distribu-
tion in [0.0 , 1.0] [9], S( . ) denotes the famous sigmoid function. Through analyzing 

the above equations, it can be found that the value of idx has a probability of ( )idS v  

to be one, and  1 ( )idS v−  to be zero.  
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3   The PSO System 

The aim is the implementation of a genetic system able to automatically extract an 
intelligible classification rule for each class in a database, given the values of some 
attributes, called predicting attributes. Each rule is constituted by a logical combina-
tion of these attributes. This combination determines a class description which is used 
to construct the classification rule. 

In this paper, PSO is used to generate fuzzy rules in the form : 

IF 1
1(   )mA is T  and …and (   )i

i jA is T  and …and (   )k
k nA is T  THEN 

(   )pC is C  

where  ( 1,2... )iA i k= is called condition attribute, C is conclusion attribute, i
jT  is 

jth fuzzy linguistic value of the condition attribute iA , pC  is the pth fuzzy linguistic 

value of conclusion attribute C. Our fuzzy PSO algorithm is to be described in this 
section, and there are mainly the following topics to be discussed in detail for our 
algorithm. 

3.1   Particle Encoding 

A certain fuzzy classification rule, i.e., a sequence of linguistic terms, can be denoted 
by pure binary string, namely: if a linguist term is valid, represented with binary 
value 1 otherwise [4]. At the same time, the binary version PSO in which each parti-
cle is encoded into a binary string is adopted in fuzzy PSO, so each particle in the 
swarm represents a candidate rule. A rule encodingexample for the Saturday Morn-
ing Problem [3], If outlook is rain then plan isW_lifting, can be found in fig.1. In 
fuzzy PSO, the whole particle swarm is divided into several sub-populations accord-
ing to the number of the conclusion attribute items. In each subpopulation of rules, 
the particles have the same corresponding component of conclusion attribute, and the 
initial particles come from two sources: one comes directly from the samples data 
set, and the other from randomly generating. The purpose of initializing the particle 
swarm in sucha way is to get a better start point of searching than purely randomly 
doing it. 

 

Fig. 1. Rule encoding example 
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3.2   Fitness Function  

The population is constituted by the possible class descriptions, that is to say sets of 
conditions on attributes of the objects to classify. In these cases it is possible to use 
statistical fitness functions [10]. Let us introduce some definitions to formalize the 

fitness function cf  which assigns a numerical value indicating its correctness to any 

description d in the description space D. To each description d in D it corresponds a 

subset of the training set S denoted with ( )D Sσ , i.e. the set of points where the con-

ditions of a rule are satisfied. The correctness depends on the size of ( )D Sσ , cov-

ered by the description, the size of the class C representing the points where the  

prediction of the rule is true and the size of their overlapping region ( )D S Cσ ∩ . 

Moreover, if we denote with ( )D Sσ  the set of the points in the database in which the 

conditions are not satisfied and C’ the set of the points in which the prediction of the 
rule is false, the simplest fitness function can be devised as follow 

' '
' '| ( ) | | ( ) | (| ( ) | | ( ) |)c D DD D

f S C S C S C S Cσ σ σ σ= ∩ + ∩ − ∩ + +     (5) 

This function can be explained as the difference between the actual number of ex-
amples for which the rule classifies properly the belonging or not belonging to the 
class and the number of examples for which there is an incorrect classification 
whether the conditions or the prediction are not satisfied. 

Besides these statistical factors, the fitness function cf  also contains a further term 

which takes into account in some way the simplicity of the description. This term is 
conceived taking in mind Occam’s razor[14] “the simpler a description, the more likely 
it is that it describes some really existing relationships in the database”. This concept is 

incorporated in the function sf  and it is related to the number of nodes (Nnodes) and the 

tree depth (depth) of the encoded rules. Namely, this topological term is: 

s nodesf N depth= +                                                 (6) 

The total fitness function F considered is: 

( _ )c sF S tr f fα= − +                                               (7) 

where S_tr is the number of samples in the training set and α varies in [0.0, 1.0]. The 
choice of its value affects the form of the rules: the closer this value to 1the lower the 
depth tree and the number of nodes. 

3.3   Particle Swarm Evolution Process 

The process of evolution in our algorithm including the following steps: 

(1) Generate at random an initial population of rules representing potential solu-
tions to the classification problem for the class at hand; 

(2) Evaluate each rule on the training set by means of a fitness function; 
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(3) Updating both each individual particle’s best position and the best position 
in the subswarm. 

(4) Reinsert these offspring to create the new population; 
(5) Repeat steps (3) to (6) until an acceptable classification rule is found or the 

specified maximum number of generations has been reached; 
(6) Repeat steps (2) to (6) until one rule is determined for each class in the  

database; 
(7) Assign each example in the training and in the test sets to one and only one 

class. 

In most of PSO, the whole swarm maintains the global best particle position which 
is as the common experience of the swarm and influences each particle’s trajectory in 
searching space. As mentioned above, in fuzzy PSO the whole swarm is divided into 
several sub-swarms, and the corresponding conclusion parts of the particles have the 
same form. In each sub-swarm, the sub-best position which serves as the common 
experience of the sub-swarm, is maintained to affect the trajectory of each particle in 
it. So the formula (3) and (4) should be re-expressed as the following equations: 

1 2() ( ) () ( )j j j j j j
id id id id gd idv v c Rand p x c Rand p xω= + − + −i i i i i       (8) 

( () ( ))  1  0j j j
id id idif rand S v then x else x< = =                       (9) 

To take advantage the “memory” ability of PSO, fuzzy PSO extracts rules accord-
ing to the particles’ best individual positions instead of the current particle population, 
so it is expected to get better rule in fewer iteration times. The process of rule extrac-
tion which is similar with that presented in [13] is adopted in our algorithm, and it is 
depicted in fig.2, where τ, δ and γ are all constants preset by user. When a correct rule 
is extracted, the cases covered by it are removed out of sample set and the coverage of 
each rule in the candidate rule group is recomputed. If the sample set is empty, the 
algorithm is terminated, otherwise extraction process is continued until the candidate 
rule group is empty. If the latter occurs, fuzzy PSO will initial a new swarm of parti-
cles to find correct rule until the termination condition is satisfied. To improve the 
efficiency of the algorithm, the scale of the particle swarm is self-adaptive to the 
number of cases in the sample set. Once the particle swarm is initialized, the scale, 
i.e., the number of particles in the whole swarm, is computed as : 

 

Fig. 2. Rule extraction process 
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min max min_ ( ) / _scale p curr num p p orig num= + × −              (10) 

where, scale is the current number of particles in the swarm, minp  and maxp denote 

the minimum and maximum particle numbers in the swarm respectively, curr_num 
and orig_num denote the current and original numbers of cases in sample set. 

4   Experimental Results 

To thoroughly investigate the performance of the proposed PSO algorithm, we have 
conducted experiment with it on a number of datasets taken from the UCI reposi-
tory[9]. In Table 1, the selected data sets are summarized in terms of the number of 
instances, and the number of the classes of the data set. These data sets have been 
widely used in other comparative studies. 

Table 1. Dataset Used in the Experiment 

 

We have evaluated the performance of PSO by comparing it with Ant-Miner[15], 
OCEC(a well-known genetic classifier algorithm)[16]. The first experiment was car-
ried out to compare predictive accuracy of discovered rule lists by well known ten-
fold cross-validation procedure. Each data set is divided into ten partitions, each 
method is run ten times, using a different partition as test set and the other nine parti-
tions as the training set each time. The predictive accuracies of the ten runs are aver-
aged as the predictive accuracy of the discovered rule list. Table 2 shows the results 
comparing the predictive accuracies of PSO, Ant-Miner and OCEC, where the symbol 
”±” denotes the standard deviation of the corresponding predictive accuracy. It can be 
seen that predictive accuracies of  PSO is higher than those of Ant-Miner and OCEC. 

Table 2. Predictive Accuracy Comparison 
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In addition, We compared the simplicity of the discovered rule list by the number 
of discovered rules. The results comparing the simplicity of the rule lists discovered 
by PSO, Ant-Miner and OCEC are shown in Table 3. As shown in those tables, taking 
into number of rules discovered, PSO mined rule lists much simpler(smaller) than the 
rule lists mined by Ant-Miner and OCEC. 

Table 3. Number of Rules Discovered Comparison 

 

At last, we also compared the running time of PSO with Ant-Miner and OCEC. 
The experimental results are reported Table 4,as expected, we can see that PSO’s 
running time is fewer than Ant-Miner’s and OCEC’s in all data sets.The main reason 
is that PSO algorithm is conceptually very simple and requires only primitive mathe-
matical operators codes. In addition, PSO can be implemented in a few lines of com-
puter codes, those reduced PSO’s running time. Insummary, PSO algorithm needs to 
tune very few algorithm parameters, taking into account both the predictive accuracy 
and rule list simplicity criteria, the proposed PSO-based classification rule mining 
algorithm has shown promising results. 

Table 4. Running Time Comparison 

 

5   Conclusions 

Classification rule mining is one of the most important tasks in data mining commu-
nity because the data being generated and stored in databases are already enormous 
and continues to grow very fast. In this paper, a PSO-based algorithm for classifica-
tion rule mining is presented. Compared with the Ant-Miner and OCEC in public 
domain data sets, the experimental results show that the proposed algorithm achieved 
higher predictive accuracy and much smaller rule list than Ant-Miner and OCEC. 
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Abstract. Health Information Technologies (HIT) are being deployed world- 
wide to improve access to individual patient information. Primarily this is 
through the development of electronic health records (EHR) and electronic 
medical records (EMR). While the proper collection of this data has reached a 
high level of maturity, the use and analysis of it is only in its infancy. This 
data contains information which can potentially improve treatment for the in-
dividual patient and for the cohort of patients suffering a similar disease. The 
data can also provide valuable information for broader research purposes. In 
this paper we discuss the research contributions we are making in improving 
the use and analysis of patient data. Our projects include the analysis of 
physiological data, the extraction of information from multi-modal data types, 
the linking of data stored in heterogeneous data sources and the semantic in-
tegration of data. Through these projects we are providing new ways of using 
health data to improve health care delivery and provide support for medical 
research. 

Keywords: ambulatory monitoring, cohort analysis, data linking, electronic 
health records, semantic integration, time series analysis.  

1   Introduction 

Today there is a large amount of data being collected systemically about a person’s 
health. Each time a person interacts with the health service (which occurs increasingly 
for a chronic disease rather than an acute health event), data is recorded. This data can 
take the form of doctors’ notes, vital signs and images acquired from machines, coded 
data entered in a database, survey data from the patient, or reports from experts about 
a medical examination.  

In this paper we discuss some of the novel applications being built at The Austra-
lian E-Health Research Centre (AEHRC)1, which extract more information from a 
patient’s aggregate health data. All of these projects aim to provide information to the 
right person at the right time and in the right form for effective health care use.  

                                                           
1 http://aehrc.com/ last accessed 16 April 2008. 
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2   Physiological Data 

Patient physiological data are being monitored in an increasing number of health care 
situations. While this data can provide significant information about the health status 
of a patient, using and analyzing it can be a time consuming task that is currently done 
either sporadically or by the application of fairly simple computer analysis methods.  

2.1   Ambulatory Monitoring of Cardiovascular Patients 

With the increasing number of patients living with chronic diseases and multiple co-
morbidities, the health system needs to develop clinical solutions for managing these 
patients in efficient ways. Cardiovascular diseases are one such set of chronic diseases 
where the integration of clinical factors and monitoring technology has the ability to 
reduce burden on health care systems and improve the quality of service [10]. 

The scope of the Care Assessment Platform (CAP) project is to develop data trans-
formation and analysis processes which can be used in a sustainable home–based care 
situation. This platform will initially provide software solutions for cardiovascular 
disease management and prevention based on data obtained from ambulatory moni-
toring devices. The primary benefits anticipated from this model are the assistance 
rendered to patients and carers, and a reduction in the rate of hospitalisation. 

Current Trial. Currently AEHRC is finalising a clinical trial in conjunction with the 
Northside Health Service District2 in Brisbane, Australia, across the local community 
primary healthcare setting. Preliminary results [2] indicate that by using ambulatory 
monitoring devices measuring physical activity and ECG on cardiac rehabilitation 
patients, it is possible to automatically extract clinically relevant information on a 
patient’s behaviour and physical status. This information can be used for: 

- Discriminating walking from other high intensity activities, 
- Calculating walking speed to determine index of functional capacity,  
- Calculating energy expenditure due to walking, 
- Quantifying the amount and duration of walking events.  

Other developed measures can be produced based on this information:  
- Patient functional capacity including gait patterns,  
- Detection and measurement of sit–to–stand transition speed,  
- Various measures for heart rate variability (HRV).  

All these measures indicate different aspects of patient’s physiological status during 
rehabilitation and can be used to support decisions and actions of the team of care 
professionals, as well as the patients and their families for self management. 

Planning New Trials. Following the current project which is monitoring patients in 
hospital while they recover, a new trial is being planned to monitor the patients in 
their home environment. It is planned that the new home–based cardiac care model 
will utilise and integrate novel information technology software, algorithms, home 

                                                           
2 http://www.health.qld.gov.au/wwwprofiles/northside.asp last accessed 16 April 2008. 
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care devices and systems. The project will test the home–based model by planning 
and conducting a large scale randomised controlled clinical study on four different 
home and hospital–based cardiac care models with and without the use of monitoring 
technology. In addition to innovations in process development and evidence on clini-
cal and economic outcomes, the trial is expected to create new clinical knowledge on 
physiological signal patterns, exercise, diet, lifestyle, and behaviour of cardiovascular 
patients in a home care setting. 

2.2   Analysis of Physiological Signals under Anesthetic 

Another area of clinical activity where a patient’s physiological signals are monitored 
is during anaesthesia [6]. AEHRC is working with the Department of Anaesthetics at 
the Royal Brisbane and Womens’ Hospital (RBWH)3 to improve patient safety by 
providing analyses of physiological time series data, acquired from monitoring of 
patients in the operating theatre while they are under anesthetic. 

Currently coarse-grained automated alarms together with clinical observation are 
used to monitor patients who are under critical care regimes such as in the operating 
theatre or intensive care wards. The nature of the alarms means that they sound either 
very often, and are hence devalued as a clinical aid, or they occur later than would 
give the anesthetist optimum time to act. Meanwhile, clinical observation of the sig-
nals also could lead to missing subtle pattern changes which would again not give the 
anesthetist the best time to act.  

 

 

Fig. 1. Analysis of ECG data for changes in patterns 

To help clinicians make prompt and proper decisions from the time series data, 
we propose a novel and intelligent data analysis system that makes best use of the 
physiological signals by efficiently compressing the time series data and is able to 
detect and compare interesting patterns. For real-time analysis there exist two major 
challenges: fast creation of concise yet effective representation of the time series 
data; and online support of complex time series queries such as novelty detection, 
motif recognition and trend forecast. Aiming at these two objectives, we have  
proposed a linear compression algorithm which employs the wavelet technique to 
generate a concise synopsis of the original data, importantly where that synopsis 
guarantees the data is within a certain error [9]. Currently our experimental results 
demonstrate that our data analysis system is efficient and promising for clinical use. 
It also suggests opportunity for more complex time series analysis based upon 
wavelet synopses.  

                                                           
3 http://www.health.qld.gov.au/rbwh/ last accessed 16 April 2008. 
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3   Multi-modal Data 

A large proportion of the data captured by the health system is as a set of readings off 
a machine, such as the physiological data in the last section, which can be treated by 
direct numerical analysis.  However, there may also be data of highly structured and 
more complex data types, typically captured via human intervention. This might in-
clude images or free text reports, which require a clinical expert to interpret. The pro-
jects described in this section are designed to help those clinicians with the analysis of 
this complex data.  

3.1   Free-Text Data: Analysis of Pathology Reports 

The analysis of images or pathology samples by experts results in free text reports 
being sent to the patient’s clinician. The Cancer Stage Interpretation System (CSIS) 
project focuses on analyzing free text pathology reports to obtain a preliminary cancer 
stage. This will support systems for cancer management, both for individual patients 
and population-level analyses. 
 

Fig. 2. CSIS software classifies free text pathology  

The cancer "stage" is a categorisation of its progression in the body, in terms of the 
extent of the primary tumour and any spreading to local or distant body sites. While 
staging has a fundamental role in cancer management, due to the expertise and time 
required and the multi–disciplinary nature of the task, cancer patients are not always 
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routinely staged. By automating the collation, analysis, summarisation and classifica-
tion of relevant patient data, the reliance on expert clinical staff can be lessened, im-
proving the efficiency and availability of cancer staging. 

The CSIS project, in collaboration with the Queensland Cancer Control Analysis 
Team (QCCAT)4, has produced a software prototype system for automatic pathologi-
cal staging of lung cancer and this has been developed on a set of 710 lung cancer 
patients. The system inputs one or more free text reports for a patient describing sur-
gical resections of the lung, and outputs a pathological T and N stage. In addition, an 
extract is produced consisting of sentences that were found to contribute to the final 
staging decision, and their relationship to criteria from the formal staging guidelines 
for lung cancer. The system has been formally trialled in a clinical setting on a previ-
ously unseen set of 179 lung cancer cases. The trial validated the automatic stage de-
cisions with the stages assigned by two expert pathologists [7]. The results obtained in 
the trial have motivated the development of a production-quality system suitable for 
deployment within cancer registries.  Currently this work is being extended to classify 
M-stage from radiology reports. The work is also examining ways of improving on 
the classification by making use of mappings from the free text to a clinical ontology, 
in this case SNOMED CT5. 

Our initial work has investigated the classification of text content in patient reports 
to assist with staging lung cancer. Longer term research will investigate extending this 
in three ways: 

• Extensions to handle other data and cancer types. Initial work is focusing on 
staging lung cancer using text reports for radiology and histology. Opportu-
nities exist to extend this to bowel and other cancers, and also to use infor-
mation extracted from other forms of data, e.g. medical image contents. 

• Classifying cancer characteristics other than stage. The techniques used to 
classify cancer stage may be extended to other tasks such as filtering of pa-
tient data, e.g. diagnosis of cancer, or classification of cancer types. 

• Population-level analyses. Statistical models may be used to identify trends 
and anomalies in cancer patient demographics or treatment / response char-
acteristics, based on metadata extracted through the automatic content analy-
sis techniques e.g. cancer type, cancer stage, etc. 

3.2   Image Data: Classification of Brain Images 

Recent advances in imaging technologies may help to diagnose brain disorders ear-
lier. Delaying onset of major dementia by 5 years could reduce new cases by 50% 
with cumulative health cost savings of up to $13.5 billion by 2020 in Australia6. 

                                                           
4

 http://www.health.qld.gov.au/cancercontrol/docs/qcc_strat05-10.pdf last accessed 16 April 
2008. 

5 The Systematized Nomenclature of Medicine-Clinical Terms (SNOMED CT) standard is 
managed by the International Health Terminology Standards Development Organisation 
(IHTSDO): see http://www.ihtsdo.org/our-standards/snomed-ct/ last accessed 16 April 2008. 

6
 
http://www.alzheimers.org.au/upload/EstimatesProjectionsNational.pdf last accessed 16 April 
2008. 
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The causes of dementia are not well understood and current diagnosis is difficult 
because there are as yet no known biological markers. The relatively advanced loss of 
cognitive function necessary for current clinical diagnosis of dementia generally re-
sults in irreversible neuronal dysfunction. If objective evidence of AD pathological 
lesions could be found early (before there is evidence of cognitive or behavioural 
symptoms), appropriate treatment and care could be provided, resulting in delayed 
onset or prevention of AD. 

AEHRC’s biomedical imaging team is developing key technologies for in vivo 
quantitative assessment of Amyloid-Α (Aß) deposition suspected to be an early 
marker of AD. We are collaborating through CSIRO’s Preventative Health Flagship 
with AIBL7, the Australian Imaging, Biomarker and Lifestyle cluster study. AIBL has 
enrolled more than 1000 volunteers for psycho-cognition and blood biomarker 
evaluation and includes 200 volunteers who will have brain-image scans using Pitts-
burgh compound B (11C-PIB), a novel Positron Emission Tomography (PET) bio-
marker. Other information from different imaging modalities will also be acquired 
from those volunteers such as fluorodeoxyglucose (18FDG) PET imaging, and Mag-
netic Resonance Imaging (MRI). 

Specifically, the biomedical imaging team is developing a library of image proc-
essing algorithms that can be called from our core software MilxView, a generic 
medical imaging viewer. From MilxView individual or large batch of image analysis 
tasks can be scheduled and run automatically. An example of one such algorithm is an 
improved method for estimating cortical thickness in brain images [14]. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Brain images for visualizing neuro-degeneration 

Our vision is to provide clinicians with an easy-to-use and fully automatic software 
tool. The physicians would read the scans from a patient, and we would compute sev-
eral quantitative measurements from the images otherwise hard or impossible for a 
human to obtain. From our study on the AIBL patients we will be able to benchmark 
each individual patient against the typical age-matched individual and provide to phy-
sicians relevant statistics. This kind of information should be valuable not only to help 
in treatment planning of individual patients, but also to help design therapies and test 
scientific hypothesis. 

                                                           
7 http://www.aibl.nnf.com.au/page/home last accessed 16 April 2008. 
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4   Data Integration 

Data is being captured within the health system at an increasing rate. However, it is 
often captured in disparate systems and is difficult to access. Hence, a number of ini-
tiatives are examining how to build information systems which are able to provide an 
integrated view of the data about a patient while preserving access constraints [3,8]. 
Integration can happen at many levels, and there are a large number of technical and 
knowledge management issues which must be addressed to achieve true integration. 
However, new enabling technologies can provide mechanisms to provide an inte-
grated view of the data within a reasonable time and for relatively little effort.  

4.1   Data Linking with HDI 

A major problem with distributed data sets is that they are held by more than one cus-
todian and that the patient identifiers used are different. Here we discuss a product for 
health data integration and linking (HDI) [4] which has been developed to support 
cross-organisational clinical research. HDI offers the ability to integrate health infor-
mation across organisational boundaries without needing to surrender that information 
to a centralised database/warehouse. These features provide support to clinicians and 
data custodians who have legal, ethical and organisational obligations to the health 
information they control. 

 

 

Fig. 4. HDI software gives role based access to patient data 
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Most health organisations maintain investments in health information resources 
(e.g. databases) that provide data for clinical treatment, research, audit, etc. However, 
as organisations increase the amount of collaborative research they conduct, the abil-
ity to share these information resources across organisational boundaries becomes 
important.  

The HDI Remote Domain feature set enables collaborating organisations to share 
health information in a manner which supports the legal, ethical and organisational 
obligations of the data custodians. HDI ensures the security of data as it travels across 
Internet Protocol networks by using Public Key Infrastructure (PKI) technologies to 
encrypt network connections. The collaboration protocol implemented by HDI en-
sures that no data is shared without having express consent of the organization’s IT 
Department and the data custodian, that all access to data is in the context of an ap-
proved activity and that each organisation maintains control over its data at all times. 
HDI has been deployed within a number of organisations who use the product to sup-
port collaborative research. In one example, data sets from an ambulance service and 
a hospital have been linked and integrated to provide a clinical research team with the 
ability to study an integrated data set. In this and other cases, the whole data set has 
proved far more valuable than the sum of its parts. 

4.2   Providing for Semantic Data Integration 

While HDI is able to provide a linked data set, with some mapping of data to a com-
mon terminology, this will not provide a semantically enabled view of the data. This 
will only come through the use of a standard but complex terminology which allows 
the capture data at the appropriate clinical level, and that also encodes the relation-
ships between different clinical concepts [12].  
 

SNOMED CT (developed originally by the American College of Pathologists) has 
been adopted as the standard for describing health data, in the expectation that collect-
ing data using a single, large ontology will increase the level of understandability and 
completeness of that data. However, even such a large ontology does not cover all 
possible concepts which need to be dealt with. Previous studies have shown [13] that 
mapping existing data to SNOMED CT is possible although with incomplete  
coverage, and so many current efforts are focused on building extensions for clinical 
concepts and areas which are not already covered. Once the data is available in a con-
sistent manner for search and retrieval, the actual interface presented to end-users 
must encourage use.  

Since the HDI tool provides a linked data set, this raises the question of how we 
can provide a semantic layer on data which is already captured. SNOMED CT pro-
vides a mechanism to add a set of new concepts to the ontology. These sets of con-
cepts and relationships are known as extensions. While many extensions are built 
from existing terminologies or from scratch, extensions built from existing data sets 
may provide a faster way to more complete coverage of the concepts used to capture 
health data. We have built a mapping tool which allows an extension to be made by 
mapping data to SNOMED CT concepts. The tool provides the data sources available 
for building an extension in one part, a search box for retrieving SNOMED codes on 
the right hand side and a “mappings” box in the middle. An individual data item is 
then equated to a single concept or an expression editor allows post-coordinated  
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expression to be built. The mapping tool builds an extension based on the mapping 
and adds it to the existing terminology. The extended terminology then needs to be  
classified, to check for consistency and provide a full set of relationships. Since most 
classifiers either cannot work on a large ontology such as SNOMED CT or are too 
slow, we have implemented our own classification software. Snorocket [5] is a new 
implementation of the Dresden algorithm [1] which is able to classify SNOMED CT 
in around 60 seconds, as opposed to over 30 minutes with the fastest existing imple-
mentations. Figure 5 shows SNOMED CT with an extension for World Health Or-
ganisation International Classification of Diseases (ICD)8 codes. 

 

 

Fig. 5. Example of a subset of SNOMED CT with extension 

Once multiple data sets can be queried using a single ontology, it becomes possible 
to ask more complex queries that take into account the semantics between concepts. 
Example queries include:  “find me all patient events which have a code of 73761001 
or one of its children”. This will find events which map to a colonoscopy (73761001) 
or one of its children (for example a sigmoidopscopy, 24420007). This we map to a 
“surveillance event” in the patient timeline. 

4.3   Novel Applications Using Semantically Integrated Data  

Improving the human-computer interface is one of the largest challenges for HIT to-
day [11]. An intuitive interface based on the intrinsic nature of the overall data rela-
tionships and allowing different levels of depth in accessing the data would be  
desirable. 

A simple example of a patient data access system using the above concepts is now 
presented. In our example, we use synthetic data about patients receiving clinical 
treatment for the diagnosis and treatment of colorectal cancer (CRC). We use the HDI 
software described above to access the distributed data from six different databases 
and our mapping tool to make extensions based on the existing data sets. We then use 
the relationships encoded in the extended SNOMED CT ontology in querying the 
                                                           
8 http://www.who.int/classifications/icd/en/ last accessed 16 April 2008. 
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data. These queries take the form of finding events in the patient data which are 
linked to diagnosis and treatment of CRC, such as for example the query for the 
colonoscopy events given above. 

One way of viewing this progression is through a timeline of “health events” which 
display data from multiple databases against a timeline of when the health event 
which the data describes occurred. We have used the semantic layer provided by the 
SNOMED CT mappings to understand if an event relates to surveillance, diagnostic 
or primary or secondary treatment. The health professional is able to view the patient 
timeline for a single patient and drill down to retrieve data from original data sources.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
 
 

Fig. 6. Patient timelines for events in diagnosis and treatment of Colorectal Cancer 

5   Conclusion 

In this paper we have discussed some of the novel software tools being built by The 
Australian e-Health Research Centre, with the aim of turning the growing data deluge 
into information and knowledge, and so contribute to improved treatment for patients.  
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Abstract. Wuhan DAMENG Database Limited Corporation specializes in de-
veloping, producing, selling and serving DBMS, with products successful in 
many application areas. He has proposed many advanced solutions for medical 
information system and achieved many applications. 

Keywords: DM Database, Medical Solution, Digital Hospital. 

The DAMENG Database Limited Corporation specializes in developing, selling and 
serving DBMS for 20 years with initial China Certification of Double-Soft Enterprise.  
He has been supported by many national ministries, commissions and province city 
halls, such as National Development and Reform Commission, National Ministry of 
Science and Technology, Ministry of Information Industry, General Armament De-
partment and Ministry of Public Security. 

The products of DAMENG have succeeded in many application areas, such as 
Military, Public Security, Fire Fighting, Tax Administration, Finance, National Terri-
tory, Electronic Governmental Affairs, Manufacturing, Electronic Commerce, Educa-
tion and Medical Health. 

On the basis of market requirement, DAMENG will be engaged in developing data 
warehouse, data exchange, data mining and data management, with the goal of manu-
facturing Chinese database elaboration and constructing information security  
platform. 

Advanced medical system not only symbolizes a nation development, but also 
shows citizen life grade.  In China, medical information development around “Gold 
Health” project has been brought into operation. On medical information development 
being carried forward, many medical systems with Chinese characteristics have been 
realized, including health service system, medical security system, medical monitor 
system, etc.  

The national basis software DM DBMS has behaved many benefits in medical in-
formation development, which will contribute to standardizing medical system as 
soon as possible. In medical information development, DM can play many important 
roles with good features of DM DBMS having creative technology with the core 
technique, supporting high security up to B1, high compatibility, high reliability, high 
efficiency and usable tools. Furthermore, the DM Corporation has a professional and 
quality service team for all the customers with low cost. 

DM Corporation has proposed many advanced solutions for medical information 
system, with software development experience and advanced management conception 
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for many years. On the basis of DM database, we can construct different management 
system for different requirement. The system can be HIS, CIS, PACS, LIS and ICU 
from different business such as out-patient service, stay in hospital, medical image 
check, etc. For community health service system, DM- based solutions can support to 
unify all the resident health records, digitalize healthy information and monitor 
chronic illness. To support different levels medical information development, DM has 
proposed electronic monitor solution for large disease prevention and cure.  

DM-based medical solutions have many features including efficient, reliable, secu-
rity, expandable, manageable, high cost-function ratio and good service.  

DM-based medical solutions have achieved many applications and taken part in the 
national healthy information test projects, such as 

(1) Beijing Tiantan Hospital: research on digital hospital development application 
on national software 

(2) Beijing Xiehe Hospital: application of electronic medical record on national 
platform 

(3) Shanghai Disease Prevention and Control Center: Ministry of Health electronic 
monitor system 

(4) Wuxi Chinese Medicine Hospital: research on electronic medical record appli-
cation on national software 

(5) The First Affiliated Hospital of Zhejiang University: digital hospital on national 
software. 

(6) Shanghai Zhabei Area: digital community healthy service system. 



Learning-Function-Augmented Inferences of
Causalities Implied in Health Data�

JiaDong Zhang, Kun Yue, and WeiYi Liu

Department of Computer Science and Engineering,
School of Information Science and Engineering, Yunnan University,

Kunming, 650091, P.R. China
jiadongzhang@yahoo.cn

Abstract. In real applications of health data management, it is
necessary to make Bayesian network (BN) inferences when evidence
is not contained in existing conditional probability tables (CPTs). In
this paper, we are to augment the learning function to BN inferences
from existing CPTs. Based on the support vector machine (SVM) and
sigmoid, we first transform existing CPTs into samples. Then we use
transformed samples to train the SVM for finding a maximum likelihood
hypothesis, and to fit a sigmoid for mapping outputs of the SVM into
probabilities. Further, we give the approximate inference method of
BNs with maximum likelihood hypotheses. An applied example and
preliminary experiments show the feasibility of our proposed methods.

Keywords: Bayesian network inference, Support vector machine, Sig-
moid, Learning function, Maximum likelihood hypothesis.

1 Introduction

In real applications of health data management, it is necessary to make proba-
bilistic inference for diagnosis of disease according to patients’ symptoms. Fortu-
nately, the Bayesian network is a powerful uncertain knowledge representation
and reasoning tool, which is widely studied and applied [1].

The basic task for probabilistic inference in a BN is to compute the poste-
rior probability distribution for a set of query variables by search result, given
some observed evidence. For example, in Fig. 1, we can deduce the probability
distribution for cholesterol standards of somebody whose age is 60. However, in
real applications, some queries are often submitted on arbitrary evidence values.
Especially, we will have to consider the case when evidence values are not con-
tained in existing conditional probability tables. For example, if we know John
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University.
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Fig. 1. A simple BN about Age (A)
and Cholesterol (C)

Fig. 2. The BN with the maximum
likelihood hypothesis for a′

is 65 years old, how to deduce the probability distribution for his cholesterol
standards?

The ordinary inference with the BN (in Fig. 1) by search cannot answer this
question, since there is no data about patients of 65 years old in the existing CPTs.
For this problem, we discussed the inference method via learning maximum likeli-
hood hypotheses from original samples when evidence values are not contained in
existing CPTs [2]. A maximum likelihood hypothesis is an hypothesis that maxi-
mizes the probability of appearance of original samples [3]. Based on the maximum
likelihood hypothesis, the posterior probability distribution for a set of query vari-
ables can be easily computed, given some observed evidence which is not contained
in existing CPTs. For example, after finding maximum likelihood hypothesis, de-
noted as hC for cholesterol standards, the BN with hC corresponding to Fig. 1 is
shown in Fig. 2. Based on hC , the posterior probability distribution hC(a′) for
query variable C can be computed, given evidence of a′ = 65.

Actually, the probabilistic inference in a BN generally applies the conditional
probability parameters instead of concerning the original samples. Thus, in this
paper, we are to propose a method for learning the maximum likelihood hypoth-
esis only from existing CPTs, i.e., augmenting the learning function to Bayesian
network inferences.

Support vector machine is a new machine learning method based on the sta-
tistical learning theory. The support vector machine not only has solved certain
problems in many learning methods, such as small sample, over fitting, high di-
mension and local minimum, but also has a fairly high generalization (forecast-
ing) ability [4], [5]. In this paper, we are to extend general BNs by augmenting
maximum likelihood hypotheses to make the inference done when evidence val-
ues are not contained in existing CPTs. Based on the SVM, we first transform
existing CPTs into samples. Then we use the transformed samples to train the
SVM for finding the maximum likelihood hypothesis with non-probabilistic out-
puts. It is required that outputs of the maximum likelihood hypothesis for BNs
must be probabilities. Fortunately, sigmoid function is monotonic and takes on a
threshold-like output, which can be adapted to give the best probability outputs
[6]. Following, we can map the non-probabilistic outputs of the SVM into the
probabilities via fitting a sigmoid using the transformed samples.

This approach is not only extending the expressive capability of a Bayesian
network, but also finding a new application for SVMs.
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Generally, the main contributions of this paper can be summarized as follows:

• Based on SVM and sigmoid function, we mainly give the method for ob-
taining maximum likelihood hypothesis from existing CPTs with respect to the
evidence that are not contained in CPTs of BNs.
• We further give a Gibbs sampling algorithm for approximate probabilistic

inference of BNs with maximum likelihood hypothesis.
• Aiming at real-world situations, an applied example is given and preliminary

experiments are conducted to test the accuracy and feasibility of our proposed
method are verified.

2 Related Work

As a graphical representation of probabilistic causal relationships, Bayesian net-
works (BNs) are effective and widely used frameworks [1], [7], [8]. A Bayesian
network can be constructed by means of statistical learning from sample data
[9], [10] and BNs have been used in many different aspects of intelligent applica-
tions [11]. Exact inference in large and connected networks is difficult [1], [8], and
approximate inference methods are considered frequently, such as Monte Carlo
algorithm [8]. Based on conditional independence, Pearl defined the Markov
blanket, which describes the direct causes and direct effects given a certain node
in a Bayesian network [1]. The discovery of Markov blanket is applied in the
Monte Carlo algorithm for BN inferences [8].

As a novel statistic learning method, support vector machines have been paid
wide attention recently [4], [5]. SVMs are based on the structural risk minimiza-
tion principle from statistical learning theory [12]. The idea of structural risk
minimization is to find a hypothesis which can guarantee the lowest error. SVM
classification is to construct an optimal hyperplane, with the maximal marginal
of separation between 2 classes [4], [5]. By introducing the kernel function, SVMs
can handle non-linear feature spaces, and carry out the training considering
combinations of more than one feature [4]. Furthermore, by training the param-
eters of an additional sigmoid function, the SVM outputs can be mapped into
probabilities [6].

3 Learning the Maximum Likelihood Hypothesis from
CPTs

As mentioned in Section 1, we cannot make inference with a general BN when
the given evidence is not contained in existing CPTs. Moreover the probabilistic
inference in a BN generally would not concern original samples. To conquer
these difficulties, it is necessary to propose a method for learning the maximum
likelihood hypothesis only from existing CPTs. Thus, the question is how we can
implement such learning method from existing CPTs. In this section, we first
introduce the SVM and sigmoid to learn the maximum likelihood hypothesis as
the desired parameters in Bayesian networks, and then discuss the corresponding
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samples transformation from existing CPTs for obtaining parameters of the SVM
and sigmoid.

3.1 Learning Parameters of Maximum Likelihood Hypothesis Based
on the SVM and Sigmoid

It is known that SVMs are learning systems that use a hypothesis space of linear
functions in a high dimensional feature space, trained with a learning algorithm
from optimization theory that implements a learning bias derived from statistical
learning theory [4], [5]. SVMs are quite suitable for the learning on small sample.

The unthresholded output of the standard linear 2-classes (i.e., class ∈
{−1, 1}) SVM [12] is

f(x) = (w • x) + b, (1)

where

w =
n∑

i=1

yiαixi (2)

and

b = yi −
n∑

i=1

yiαi(xi • xj), ∀j ∈ {0 < αj < c}. (3)

Obviously, the output f is not a probability, where f = f(x). To map the
SVM outputs into probabilities, we adopt the method that applies a parametric
model to fit the posterior P (y = 1|f) (i.e., P (class|input)) directly. And the
parameters of the model should be adapted to give the best probability outputs.
The probability P (y = 1|f) should be monotonic in f , since the SVM is trained
to separate most or all of positive examples from negative examples. Moreover
P (y = 1|f) should lie between 0 and 1. Bayes’ rule suggests using a parametric
form of a sigmoid [6]:

P (y = 1|f) =
1

1 + exp(βf + γ)
. (4)

This means that the maximum likelihood hypothesis h = P (y = 1|f) can be
computed by the following method. First the non-probabilistic output f of the
SVM can be computed based on equation (1). Then the non-probabilistic output
of the SVM can be mapped into the probability P (y = 1|f) based on equation
(4). The computation details are interpreted by the following example.

Example 1. Let us consider the Bayesian network with conditional probability
tables shown in Fig. 3, where variables A, C, F and H denote age, cholesterol,
family history of hypertension disease, hypertension disease respectively, and
H = {0, 1, 2, 3} indicates that the blood pressure of a patient is normal, 1-phase,
2-phase and 3-phase respectively.

If the inference is on C under the evidence of A = a′ = 65, it is necessary to
concern P (C|A = a′), which is not included in Fig. 3 and can be obtained by
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Fig. 3. A Bayesian network Fig. 4. The structure of the
Bayesian network G

our proposed method. We are to obtain the posterior probability distribution
hC(a′) (i.e., P (C|A = a′)) by taking C as the target.

Considering C = c1 = 150, first we set the target to 1 for all samples with
C = c1 = 150, and −1 for others. Then suppose that we can obtain w = 0.2, b =
−12.4 by training the SVM, f(a′) = (w • a′) + b = 0.6 can be computed based
on equation (1). Further suppose that we can obtain β = −2.3, γ = 0 by fitting
the sigmoid, the non-probabilistic output f(a′) = 0.6 can be mapped into the
probability P (y = 1|f(a′)) = 0.8 based on equation (4).

Therefore, we have hc1(a′) = P (y = 1|f(a′)) = 0.8 based on equations (1) and
(4). Analogously, we have hc2(a′) = 0.2 and hc3(a′) = 1. After normalization,
we can obtain hc1(a′) = 0.4, hc2(a′) = 0.1, and hc3(a′) = 0.5.

Similarly, by computing maximum likelihood hypothesis, we can obtain the
parameters for each node in Fig. 3. Suppose a′ = 65, c′ = c1 = 150 and f ′ = N ,
the parameters of maximum likelihood hypothesis hH on H can be obtained as
follows:

hh1(a
′c′f ′) = 0.2, hh2(a

′c′f ′) = 0.6, hh3(a
′c′f ′) = 0.1, and hh4(a

′c′f ′) = 0.1.

Till now, we have expounded the method for learning the maximum likelihood
hypothesis for the linear case. For the nonlinear case, we only need make the
following transformation. First the data is mapped into some other dot product
space F , called the feature space, by introducing a nonlinear map φ : Rm → F .
Then x and dot product (x • x′) are replaced by φ(x) and dot product (φ(x) •
φ(x′)) respectively, in which x and x′ are 2 given samples. In order to compute
dot products of the form (φ(x) • φ(x′)), we employ kernel representations of the
form K(x, x′) = (φ(x) • φ(x′)) [4].

Thus whatever cases mentioned above, we can obtain the maximum likelihood
parameter h(xi) = P (y = 1|f(xi)) for each given xi that may be an evidence
value and is not contained in existing CPTs. The maximum likelihood parameter
h(xi) = P (y = 1|f(xi)) is regarded as the corresponding entry (i.e., P (y = 1|xi))
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in conditional probability tables. Therefore, inferences taking xi as the evidence
can be made.

In the above example, it is known SVM and sigmoid need be trained and be
fitted respectively for obtaining parameters w, b, β and γ. And the probabilistic
inference in a Bayesian network generally would not concern the original samples.
Thus we are to discuss samples transformation methods from CPTs for training
the SVM and fitting the sigmoid, which will be introduced in subsection 3.2 and
subsection 3.3 respectively.

3.2 Transforming CPTs into Samples for Training the SVM

In this subsection, we are to transform existing conditional probability tables
into training samples to obtain the parameters w and b.

In a Bayesian network, each conditional probability table corresponds to a
variable, denoted as y, and the set of parents of y, denoted as x.

For each combinational state xj of x, it corresponds to a conditional proba-
bility distribution P (y|xj),

P (y = yk|xj) = pjk, k = 1, 2, · · · ,
∑

k

pjk = 1,

where yk is a state of y.
Based on the conditional probability distribution P (y|xj), we can obtain a

simple for the combinational state xj using the inverse transform algorithm (see
Algorithm 1) [13]. The basic idea is immediately given as follows. First, a random
number is generated. Then, the value of y is determined based on the generated
random number and the conditional probability distribution P (y|xj).

Algorithm 1. Inverse transform algorithm
Input:

P (y|xj): a conditional probability distribution corresponding to the combi-
national state xj of x.
Output:

Samples generated based on P (y|xj).
Step 1: Generate a random number r, where r is uniformly distributed over

(0, 1).
Step 2: Determine the values of y:

y =

⎧⎪⎨
⎪⎩

y1 r ≤ pj1
y2 pj1 < r ≤ pj1 + pj2
...

...

By repeated executions of the Algorithm 1, sampling can be done for the com-
binational state xj of x. Similarly, sampling can be done for other combinational
states of x based on Algorithm 1, and all samples are denoted as set {(xi, yi)}.
Following, an example will be shown to illustrate the application of Algorithm 1.
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Table 1. The training set {(xi, yi)}
corresponding to the CPT of C

Age (A) Cholesterol (C )
60 170
60 150
...

...
90 190
90 190

Table 2. The training set {(fi, ti)}
for the class H = h1 = 0 of H

f t

f(60, 150, N) 1
f(60, 150, Y ) 3/4

...
...

f(90, 190, N) 0
f(90, 190, Y ) 0

Example 2. On the BN in Fig. 3, considering the conditional probability table
of variable C, {A} is the set of parents of C. Sampling can be done based on
the conditional probability table. For state a1 = 60 of A, the corresponding
conditional probability distribution P (C|a1) is as follows:

P (C = c1|a1) = 2/3, P (C = c2|a1) = 1/3, P (C = c3|a1) = 0.

Following steps are executed repeatedly:
1. Generate a random number r and suppose r = 0.8.
2. The result will be C = c2, since 2/3 < 0.8 < 2/3 + 1/3.
Similarly, sampling can be done for states A = a2, A = a3 and A = a4. The

training set {(xi, yi)} is shown in Table 1.
Now we have obtained the training set {(xi, yi)} for training the SVM from

the existing conditional probability tables, so the parameters w and b can be
solved by the conventional methods [12]:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min
α

1
2

n∑
i=1

n∑
j=1

yiyjαiαj(xi • xj)−
n∑

i=1
αi

s.t.
n∑

i=1
yiαi = 0

0 ≤ αi ≤ c, i = 1, · · · , n

(5)

For example, let x = {(1, 3), (4, 3), (2, 4), (1, 1), (4, 1), (2, 0)} be a set of sam-
ples, and y = {1, 1, 1,−1,−1,−1} be a set of corresponding targets. By solving
the optimization problem (5), we can obtain α = (0.5, 0, 0, 0.5, 0, 0). Based on
equations (2) and (3), we obtain w = (0, 1) and b = −2 respectively.

3.3 Transforming CPTs into Samples for Fitting the Sigmoid

The parameters β and γ can be fitted based on maximum likelihood estimation
from a training set {(fi, ti)}. Similarly, we can transform conditional probability
tables into the training set {(fi, ti)}.

When considering some class (i.e., a state of y), we set the target to 1 for the
class, and −1 for others. Thus, each combinational state xi of x corresponds to
an entry P (y = 1|xi) in the conditional probability table. P (y = 1|xi) can be
transformed into an element (fi, ti) of the training set by the following method.
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• In subsection 3.2, we obtain the parameters w and b, so fi can be obtained
based on the following equation:

fi = f(xi). (6)

• ti is the target probability defined simply as follows:

ti = P (y = 1|xi). (7)

This means that conditional probability tables can be transformed into the
training set {(fi, ti)} by the following method. First the non-probabilistic output
f(xi) of the SVM is taken as fi by equation (6). Then corresponding entry
P (y = 1|xi)) in conditional probability tables is taken as ti by equation (7). The
details of transforming are interpreted by the following example.

Example 3. On the BN in Fig. 3, considering conditional probability table of
variable H , given the class H = h1 = 0, each combinational state (a′, c′, f ′)
of {A, C, F} corresponds to an entry P (h1|a′c′f ′). For combinational state
(a1 = 60, c1 = 150, f1 = N), the entry P (h1|a1c1f1) = 1 can be transformed into
the sample (f(a1, c1, f1), 1), where f(a1, c1, f1) is easy to be computed based on
the method presented in subsection 3.2. Analogously, we can map other com-
binational states of {A, C, F} into samples. Therefore, the training set for the
class label H = h1 = 0 can be obtained, which is shown in Table 2. Similarly,
we can obtain the training set for any class label of any variable.

Consequently, the sigmoid can be fitted by the following method.
The parameters β and γ are found by minimizing the negative log likelihood

of the training set {(fi, ti)}, which is a cross-entropy error function [6]:

min
β,γ
−

n∑
i=1

ti log(pi) + (1− ti) log(1− pi), (8)

where
pi =

1
1 + exp(βfi + γ)

.

For example, let {(2, 1), (1, 0.9), (0, 0.5), (−1, 0.05), (−2, 0)} be a training set.
By solving the optimization problem (8), we can obtain β = −2.7 and γ = 0.1.

4 Approximate Inference of Bayesian Networks with
Maximum Likelihood Hypothesis

The intractability of exact inference of interval probability is obvious. Based on
the property of Markov blankets, we consider adopting Gibbs sampling algorithm
[7] for approximate inference with the Bayesian network. A Markov blanket
MB(x) [1] of a node x in a Bayesian network is any subset S(x /∈ S) of nodes
for which x is independent of U −S−x given S, where U is a finite set of nodes.
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We extend the Gibbs-sampling probabilistic algorithm to the Bayesian network
with maximum likelihood hypotheses in Algorithm 2 [2].

Algorithm 2. Approximate inference in Bayesian networks with the learning
function
Input:

BN : a Bayesian network with conditional probability parameters and max-
imum likelihood hypothesis−→

Z : the nonevidence nodes in BN−→
E : the evidence nodes in BN
x: the query variable−→e : the set of values of the evidence nodes −→E
n: the total number of samples to be generated

Output: The estimates of P (x|e).
Variables:
−→z : the set of values of the nonevidence nodes −→Z
Nx(xi)(i = 1, · · · , n): a vector of counts over probabilities of xi, where

xi(i = 1, · · · , n) is the value of x.
Step 1. Initialization:−→z ← random values;−→e ← evidence values of −→E ;
Nx(xi)← 0 (i = 1, · · · , n)
Step 2. For i← 1 to n do
(1) Compute the probability values P (xi|MB(x)) of x in the next state

where MB(x) is the set of the current values in the Markov blanket of x.
• If evidence values are in the existing CPTs, then P (xi|MB(x)) can be

obtained by searching in the conditional probability tables.
• If evidence values are not in the existing CPTs, then P (xi|MB(x)) can

be obtained by computing the maximum likelihood hypothesis.
(2) Generate a random number r, where r is uniformly distributed over

(0, 1), we determine the values of x:

x =

⎧⎪⎨
⎪⎩

x1 r ≤ P (x1|MB(x))
x2 P (x1|MB(x)) < r ≤ P (x1|MB(x)) + P (x2|MB(x))
...

...

(3) Count:
If x = xi then Nx(xi)← Nx(xi) + 1

Step3. Estimate P (x|e):
P (xi|e)← Nx(xi)/n.

5 An Applied Example and Experimental Results

5.1 An Applied Example

The diagnosis of disease according to patients’ symptoms using Bayesian net-
works have been studied. Let us consider the database concerning America
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Table 3. The training set {(xi, yi)}
corresponding to the CPT of B

A B

40 100
40 120
...

...
70 160

Table 4. The training set {(fi, ti)}
for the class B = b1 = 100 of B

f t

-0.3 0.3
-0.5 0.1
-0.7 0.1
-0.9 0.1

Cleveland heart disease diagnosis downloaded from UCI machine learning repos-
itory [14]. In order to focus on the idea of our proposed method, we only con-
sider the 4-attributes of age, resting blood pressure (mm Hg), serum cholesterol
(mg/dl) and diagnosis of heart disease (the predicted attribute), which are de-
noted as variables A, B, C and D respectively.

By means of the Scoring&search based algorithm for constructing Bayesian
networks [1], we can obtain the structure of the Bayesian network G and CPTs
(shown in Fig. 4), in which the CPTs are leaved out for space limitation. The
maximum likelihood hypotheses of hB and hD can be obtained by our proposed
method.

For the maximum likelihood hypothesis hB, considering the conditional prob-
ability table corresponding to variable B, the training set {(xi, yi)} can be ob-
tained at first based on Algorithm 1. The obtained training set is shown in
Table 3 including 50 entries.

Considering B = b1 = 100, we first set the target to 1 for all samples (shown in
Table 3) with B = b1 = 100, and −1 for others. Then by solving the optimization
problem (5), the parameters w = −0.02 and b = 0.5 can be obtained based on
equations (2) and (3) respectively. Thus, the non-probabilistic output f(x) of
the SVM can be computed based on the following equation:

f(x) = −0.02x + 0.5, (9)

where x is any given evidence value of age. Further, the training set {(fi, ti)} can
be obtained based on equations (6), (7) and (9), shown in Table 4. By solving the
optimization problem (8), we can obtain the parameters β = −2.5 and γ = 0.4.
Therefore, based on equations (4) and (9), we can obtain the maximum likelihood
hypothesis hb1 ,

hb1 = P (y = 1|f) =
1

1 + exp(−2.5f + 0.4)
=

1
1 + exp(0.05x− 0.85)

.

Analogously, we can obtain hb2 , hb3 and hb4 .
Similarly, we can obtain the maximum likelihood hypothesis hD for variable D.
Based on the Bayesiannetworks with these maximum likelihood hypotheses, we

can apply Algorithm 2 to make the inference done when evidence values are not
contained in existing conditional probability tables. For example, considering the
query P (D|A = 65, C = 350) applied to the network, P (D|A = 65, C = 350)
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Fig. 5. The structure of the BN for
4-attributes of Adult

Table 5. Errors of conditional probabil-
ity distribution for removing combinational
states of variable occupation

Race Education-num Error
Amer-Indian-Eskimo 5 0.1213
Amer-Indian-Eskimo 15 0.1183
Asian-Pac-Islander 9 0.0593

Black 3 0.1220
Black 13 0.1443
Other 6 0.1702
White 1 0.1922
White 9 0.0986

can be computed, since the posterior probability distributions hB(65) and
hD(65, 350) can be easily computed based on hB and hD respectively.

5.2 Experimental Results

To verify the feasibility of our proposed methods in this paper, we tested their
accuracy and effectiveness for learning maximum likelihood hypothesis from the
existing CPTs. Our experiments involved the samples Adult downloaded from
the UCI machine learning repository [14], and we only consider the attributes
race, education-num, occupation and salary (the predicted attribute) of Adult.
We first constructed the Bayesian network (see Fig. 5) and corresponding CPTs
for the 4-attributes using the Bayesian network learning tool - PowerConstructor
[9]. Then for some variable, we removed some combinational states of parents of
the variable, and computed the corresponding conditional probability distribu-
tion for these combinational states based on our proposed method. Consequently,
for each removed combinational state, errors were obtained by the absolute values
of the maximum likelihood hypothesis learned by our proposed method minus
the corresponding conditional probabilities in the BN learned from the original
sample data.

We specifically considered 8 different combinational states of race and
education-num for occupation. Errors are given in Table 5. Then, the general max-
imum, minimal and average errors are 0.1922, 0.0593 and 0.1283 respectively.

From above results of the accuracy tests, we can conclude that our proposed
method is effective and accurate to a great extent, and thus can be applied into
corresponding inferences in disease diagnosis.

6 Conclusion and Future Work

In this paper, we augment learning function to BN inferences from existing
CPTs. Based on the SVM and sigmoid, we first transform existing conditional
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probability tables into samples, then train the SVM for finding the maximum
likelihood hypothesis, and map the outputs of the SVM into the probabilities via
fitting a sigmoid. Further, we give the approximate inference method of Bayesian
networks with maximum likelihood hypothesis. Finally, an applied example is
given and experimental results show that our proposed methods are feasible.

Our methods also raise some other interesting research issues. For example,
the integration and fusion of multiple BNs with maximum likelihood parameters
can be further studied based on the ideas presented in this paper.
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Abstract. Finding and removing misclassified instances are important steps in 
data mining and machine learning that affect the performance of the data mining 
algorithm in general. In this paper, we propose a C-Support Vector Classification 
Filter (C-SVCF) to identify and remove the misclassified instances (outliers) in 
breast cancer survivability samples collected from Srinagarind hospital in Thai-
land, to improve the accuracy of the prediction models. Only instances that are 
correctly classified by the filter are passed to the learning algorithm. Perform-
ance of the proposed technique is measured with accuracy and area under the re-
ceiver operating characteristic curve (AUC), as well as compared with several 
popular ensemble filter approaches including AdaBoost, Bagging and ensemble 
of SVM with AdaBoost and Bagging filters. Our empirical results indicate that 
C-SVCF is an effective method for identifying misclassified outliers. This ap-
proach significantly benefits ongoing research of developing accurate and robust 
prediction models for breast cancer survivability. 

Keywords: Outlier Detection System, C-Support Vector Classification Filter 
(C-SVCF), Breast Cancer Survivability. 

1   Introduction 

Breast cancer survivability prediction tasks are commonly categorized as a binary 
classification of ‘dead’ or ‘alive’ at a point in time. Breast cancer survivability data in 
hospital databases is commonly collected without any specific research purpose [1] 
[2]. However, this kind of data may contain records that do not follow the common 
rules, and affect the model’s performance. For example, patients who have breast 
cancer in stage I and are aged less than 30 years old, should be categorized as ‘alive’. 
However, these patients have been categorized as ‘dead’ in the data set, due to having 
died of other illnesses. In these cases we assume data as outliers. 

Currently, outliers in data commonly result in overfitting problems in the learning 
model to induct an overly specific hypothesis to fit the training data well, but per-
forms poorly on unseen data [3]. Besides, most inductive learning aims to form a 
generalization from a set of training instances so that classification accuracy on previ-
ously unseen instances is maximized. As a result, the maximum achievable accuracy 
depends on the quality of the data and the appropriateness of the biases of the chosen 
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learning algorithm for the data [4].  Therefore, finding outliers is the most important 
step in the practice of data mining tasks. 

Three common outlier handling approaches in data include robust algorithms, out-
lier filtering, and correcting outlier instances [5].  First, robust algorithms are used to 
build a complex control mechanism to avoid overfitting training data and generalize 
well in unseen data [6]. Second, outlier filtering techniques employ the learning algo-
rithm to identify and eliminate potential outliers from mislabeled instances in the 
training set [4]. Finally, outlier correction methods are built upon the assumption that 
each attribute or feature in the data is correlated with others, and can be reliably pre-
dicted [7]. However, outlier correction methods are usually more computationally 
expensive than robust algorithms and outlier filtering techniques, and it is unstable in 
correcting and cleaning unwanted instances [4].  Therefore in this paper, outlier filter-
ing techniques are chosen to identify and remove misclassified instances. 

The outlier filtering technique was motivated by the need to find techniques for 
improving the performance of classifiers [4] [8] [9]. Since classification techniques 
have poor results when data contain the specific value of the outliers. The filtering 
methods are commonly used to filter the outliers in the training set and improve the 
quality of the training data set. Several research studies have employed outlier filter-
ing techniques for identifying and eliminating subjects with misclassified instances in 
training sets. For example, Verbaeten and Assche [3] utilized inductive logic pro-
gramming (ILP) and a first order decision tree algorithm to construct the ensembles.  
Their techniques started with the outlier-free data set followed by adding the different 
levels of classification outlier in the outlier-free data set, and evaluated the effective-
ness using a decision tree. Their results showed that the accuracy of decision tree was 
decreased rapidly after increasing the levels of noise.  Furthermore, Blanco, Ricket 
and M-Merino [10] combined multiple dissimilarities and support vector machine 
(SVM) to filter the spam massages in processing e-mail. Their results showed that the 
combination of multiple dissimilarities and SVM was better than dissimilarity alone. 

Support Vector Machine is emerging as a popular technique in machine learning 
[11]. This approach is a novel classification technique, and based on neural network 
technology using statistical learning theory [12].  Moreover, there are a number of 
different variants of support vector machines. The simplest one of them is the  
C-Support Vector Classification (C-SVC) algorithm, which suits binary class classifi-
cation problems [11].  For instance, Yin, Yin, Sun and Wu [13] utilized C-SVC with 
the radial basis function to identify classification problems in handwritten Chinese 
characters. Their results showed that C-SVC with radial basis function has the highest 
accuracy for their predicting tasks.   

Although several research studies have used support vector machine methods for 
filtering spam email and pattern recognition, few research studies employ C-SVC to 
filter the outlier in the training data. In this paper, we propose a C-SVC as the filter 
(namely C-SVCF) for identifying and eliminating misclassified instances in order to 
improve classification accuracies produced by learning algorithms in the breast cancer 
survivability data set. In experiments, 5% up to 20% of misclassified trained instances 
were randomly selected to remove from the training data, and classification perform-
ance in terms of accuracy and the AUC score was evaluated using 10-fold cross-
validation via various learning algorithms.  



 Support Vector Machine for Outlier Detection 101 

This paper is organized as follows.  Section 2 reviews the outlier filtering approach 
and the C-SVCF algorithm. Section 3 presents the methodologies and research ex-
periments used in this paper. Next, experiment results and discussions are presented 
in section 4. The conclusion and suggestions for future work are given in Section 5. 

2   Basic Concept of Outlier Filtering 

In this section, the outlier filtering framework is introduced, and a C-SVCF algorithm 
is proposed to identify and eliminate the misclassified instances in the breast cancer 
survivability data set.   

2.1   Outliers Filtering Framework 

In the medical databases, raw data may contain instances that do not comply with the 
model behavior. These instances are referred to as outliers [11]. Outliers may be de-
tected using statistical tests that assume a distribution or probability model for the 
data, or using distance measures where instances that are a substantial distance from 
any other cluster are considered outliers. The idea of eliminating instances to improve 
the performance of classifiers has been a focus in pattern recognition and instance-
based learner [4] [11].   

Input data set

Generate new data set with misclassified

Classified
instances

Misclassified instances

Remaining instances

5,10,15 and 20% Randomly
eliminate instance

Combining  into new data set

Divided data set using 10-fold

Cross-valiation accuracy, AUC

End
 

Fig. 1. Outlier filtering framework 

In practice, outlier filtering frameworks are generally started with the original data 
set without outliers. Then, the different levels of outliers are added into the original 
and evaluated through learning algorithms to identify and remove misclassified in-
stances such as [3], [14] and [15]. In contrast, our framework started from data with 
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outliers, and reduced the outlier by applying the C-SVCF algorithm to identify and 
eliminate those outliers. For example, the algorithm marks an instance as mislabeled 
if it is classified wrongly, whereas the algorithm marks an instance as correct if it is 
classified correctly. Following this we randomly eliminated the misclassified in-
stances by 5% of the original data set each time until 20%, to simulate the ability of 
C-SVCF. The outlier filtering framework is introduced in Fig.1. 

The aims of this outlier filtering framework are to find the techniques which iden-
tify less outliers and high performance. Since we have reduced the classification task 
with misclassified instances as a deterministic task, the percentage of eliminated mis-
classified instances should improve the prediction performance in any classification 
algorithm.  Experiment results are demonstrated in Section 4.1 to verify this point. 

2.2   C-Support Vector Classification Filter (C-SVCF) 

C-Support Vector Classification (C-SVC) [12] is a binary classification in the Support 
Vector Machine (SVM) [16] family, which is a new generation learning system based 
on recent advances in statistical, machine learning and pattern recognition [13]. In 
relation to medical mining, Yi and Fuyong [17] utilized C-SVC to identify breast 
cancer diagnosis attributes in an unbalanced training set, and searched for suitable 
attributes to reduce the computational costs. Their results showed a significant im-
provement of accuracy (up to 97.1%) when they applied the C-SCV algorithm with 
the polynomial function to select the appropriate attributes.   

In this paper, we propose the C-SVCF algorithm which uses C-SVC with the radial 
basis kernel function as an instances filtering method.  The C-SVCF algorithm is 
given in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. C-Support Vector Classification Filter (C-SVCF) Algorithm 

Fig. 2 shows that the C-SVCF algorithm is used to identify and eliminate outliers 
from training data.  After running the C-SVCF algorithm, the result is a set of filtered 
data and a set of outlier data.  Although the kernel functions are an important parame-
ter of SVM in some application fields such as text classification and number recogni-
tion [13], the problem of designing the kernel function is out of the scope of this  

C-SVCF Algorithm  
Input : D (TrainingData with n instances) 
Output: F (FilteredData) 
            O (OutlierData) 
T ← C-SVC(TrainingData) 

F: empty set 
O: empty set 
for i = 1 to n  
 if instance ∈  T then 

                  insert to F 
         else 
         insert to O  
         end if 
next 

Output: F,O 
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paper. Besides, although we have done the experiments using different kernel func-
tions, using the radial basis kernel function in C-SVC type leads to the best result. 

3   Methodologies and Evaluation Methods 

In this study, we investigate the capability of using C-SVCF as an indemnification 
and elimination method to improve performance of the breast cancer survivability 
model. In this section we first present the methodologies of breast cancer survivability 
used in the experiment.  Following this, evaluation methods are presented in terms of 
accuracy and AUC score.  

3.1   Breast Cancer Survivability Data Set 

The breast cancer survivability data was obtained from Srinagarind Hospital in Thai-
land. The data include patient information, and the choice of treatments of patients who 
were diagnosed with breast cancer from 1990 to 2001. The breast cancer survivability 
data consists of 2,462 instances and 26 attributes. After studying descriptive statistics, 
the results showed that some attributes have more than 30% of missing values, while 
some attributes have only one value. The reason is that some patients have been diag-
nosed in Srinagarind, but received treatments in other hospitals. Therefore, the final 
data set consists of 736 instances, 11 attributes and a class or binary attribute. Accord-
ingly, a binary attribute was selected in which patients surviving less than 60 months 
are coded as 0 (Dead) and more than 60 months as 1 (Alive). Therefore, the class  
attribute includes both ‘Dead’ and ‘Alive’. The ‘Dead’ class is composed of 394 in-
stances, and the ‘Alive’ class is composed of 342 patients. The attribute list is pre-
sented in Table 1.  

Table 1. Input attributes of breast cancer data set 

No Attributes Types 
1 Age Number 
2 Marital Status Category(3) 
3 Occupation Category(27) 
4 Basis of diagnosis Category(6) 
5 Topography Category(9) 
6 Morphology Category(14) 
7 Extent Category(4) 
8 Stage Category(4) 
9 Received Surgery Category(2) 
10 Received Radiation Category(2) 
11 Received Chemo Category(2) 
12 Survivability (Class attribute) Category(2) 

3.2   Evaluation Methods 

Two evaluation methods, accuracy and an area under ROC curve, are used to evaluate 
the performance of the filtering method in this paper. These evaluation methods are 
commonly used in evaluating the performance of learning algorithms.  
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Accuracy. Accuracy is the basic method for presenting the performance of the classi-
fier related to generalization error [11].  In this paper, accuracy is the percentage of 
the correct predictions when compared with actual classes among the test set.  This 
accuracy is defined in Equation 1.   

FNTNFPTP

TNTP
accuracy

+++

+
=  (1)

where: TP represents the true positive value which is the number of correct predic-
tions in the ‘Alive’ class.  On the other hand, FP represents the false positive value 
which is the number of incorrect predictions in the ‘Alive’ class.  TN represents the 
true negative value which is the number of correct predictions in the ‘Dead’ class.  In 
contrast, FN represents false negative value which is the number of incorrect predic-
tions in the ‘Dead’ class. In this paper, we use the estimation of the performance using 
a 10-fold cross-validation approach to reduce the bias associated with the random 
sampling strategy [18] [19]. 

Area under the Receiver Operating Characteristic curve. An Area under the 
ROC Curve (AUC) is traditionally used in medical diagnosis system.  Recently, this 
has been proposed as an alternative measure for evaluating the predictive ability of 
learning algorithms, and measure of test accuracy. Besides, Huang and Ling [20] 
demonstrated that AUC is a better measurement method than accuracy. An AUC is 
equivalent to the probability that randomly selected instances of one class have a 
smaller estimated probability of belonging to the other classes than one randomly 
selected from the other classes [21].  Moreover, it provides an approach for evaluat-
ing models that is based on an average which graphically interprets the performance 
of the decision-making algorithm with regard to the decision parameter by plotting 
the true positive rate against the false positive rate [22], [23] (see Fig. 3).   

 

Fig. 3. The area under the ROC curve (AUC) 

AUC usually has scores of between 0 and 1 for classifier performance. Furthermore, 
the interpretation of AUC results is easy to understand [20]. For example, Fig. 3 shows 
the areas under two ROC curves, A and B classifiers. The AUC score of A classifier is 
larger than B classifier, therefore, A classifier has better performance than B classifier. 
Several research studies have utilized AUC for comparing the classifiers’ performance. 
While Jiang [24] employed the average AUC to analysis the optimal linear in artificial 
neural network (ANN) output, the current study utilizes the average AUC as a per-
formance selection criterion of the filtering method in classification task.   
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4   Results and Discussions 

In this section, the WEKA version 3.5.6 [25] and LIBSVM [26] data mining envi-
ronment are selected to evaluate the proposed method. The WEKA environment is a 
well-defined framework, and offers a variety of classification algorithms for identify-
ing outliers in a data set.  Experiments are performed on a breast cancer survivability 
data set from Srinagarind hospital in Thailand. We first present the number of mis-
classified instances using C-SVCF, and then compare it with AdaBoost, Boosting and 
SVM ensembles (see Section 4.1).  In Section 4.2 and 4.3 the effectiveness of outlier 
detection and elimination is evaluated by randomly selecting instances from the out-
lier data set by 5% each time, and comparing the classification performance with 
AdaBoost, Boosting and SVM ensembles filtering using seven learning algorithm 
including C4.5, conjunctive rule, Naïve Bayes, nearest-neighbour classifier (NN-
classifier), random committee, random forests and radial basis function network 
(RBFNetwork), respectively.   

4.1   Outliers from Misclassified Instances 

In these experiments, the number of misclassified instances using C-SVCF is com-
pared with other outlier filtering techniques including AdaBoost, Bagging and SVM 
ensemble filtering. We use the decision stump as a weak learner in the AdaBoost 
algorithm [25], and employ the fast decision tree learner (called REPTree) as weak 
learner in Bagging algorithm.  Furthermore, we employ SVM ensemble by using C-
SVC with radial kernel function as base learner in AdaBoost (called AdaBoostSVM).  
In addition, C-SVC with radial kernel function as base learner in Bagging (called 
BaggingSVM) is utilized to compare with the proposed method.  The results of the 
misclassified instances are shown in Table 2.   

Table 2. The number of misclassified instances 

Number 
of 

classified 

Number 
of 

misclassified 
Filters 

‘Dead’ ‘Alive’ ‘Dead’ ‘Alive’ 

Total number 
of 

misclassified 

Percentage 
of 

misclassified 

AdaBoost 316 185 78 157 235 31.93 
Bagging 283 241 111 101 212 28.80 
AdaBoostSVM 338 292 56 50 106 14.02 
BaggingSVM 320 221 74 121 195 26.49 
C-SVCF 322 248 72 94 166 22.55 

From the results in Table 2, it is shown that the lowest number of misclassified in-
stances is AdaBoostSVM (14.02%), followed by C-SVCF, BaggingSVM, Bagging, 
and AdaBoost, respectively. As pointed out by Brodley and Friedl [4], eliminating 5 
to 10% of outlier instances does not affect the improvement of  classifier accuracy. 
The number of identifying and eliminating instances seems to make C-SVCF perform 
well in this instance. Following this, we demonstrate the effectiveness of outlier re-
moval, using C-SVCF to compare with AdaBoost, Bagging, AdaBoostSVM and  
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BaggingSVM filtering, at 4 levels of outlier elimination including 5, 10, 15 and 20%, 
respectively.  

4.2   Accuracy of Classification Results  

In these experiments, the capability of the proposed filtering is compared with four 
filtering methods, including AdaBoost, Bagging, AdaBoostSVM and BaggingSVM. 
The effectiveness of the proposed filtering is measured using the average accuracy of 
seven classifiers involving C4.5, conjunctive rule, Naïve Bayes, NN-classifier, ran-
dom committee, random forests and RBFNetwork, based on the models built from 
training sets.  The overall performance of each classifier averages accuracy across all 
10 partitions using 10-fold cross-validation. The experiment results are shown in 
Tables 3 and 4. 

Table 3. The accuarcy of ensemble classifers at different levels of outlier removal 

 5%  of Outlier 
Removal 

10% of Outlier 
Removal 

15%  of Outlier 
Removal 

20%  of Outlier 
Removal Classifiers 

0%  of  
Outlier 

Removal A B SVM A B SVM A B SVM A B SVM 
C4.5 68.07 72.68 72.25 69.81 76.13 75.08 72.66 80.35 80.51 77.96 85.40 85.91 81.49 
Conjunctive Rule 63.86 66.09 68.81 68.38 73.41 70.85 70.24 77.48 74.60 72.84 82.00 77.76 76.23 
Naïve Bayes 68.21 72.39 71.67 70.82 75.23 74.92 74.77 79.55 78.12 77.16 84.38 82.17 81.15 
NN-Classifiers 57.88 58.23 58.94 62.09 62.84 64.05 67.37 67.89 69.17 70.13 73.34 77.08 82.00 
Random Committee 59.51 60.66 60.23 63.09 65.41 67.07 68.88 69.33 72.04 72.84 76.91 79.46 83.53 
Random Forests 60.73 63.81 61.52 64.81 65.41 69.03 69.34 73.00 73.32 74.76 78.10 82.00 83.53 
RBF Network 67.12 72.10 70.67 69.96 74.32 74.62 73.41 77.80 77.00 77.32 84.04 81.49 78.95 
Average          63.63 66.57 66.30 66.99 70.39 70.80 70.95 75.06 74.97 74.72 80.60 80.84  

Remark. A refers to AdaBoost filtering and B refers to Bagging filtering.  

Table 4. The accuarcy of SVM ensemble classifers at different levels of outlier removal 

 5%  of Outlier 
Removal 

10% of Outlier 
Removal 

15%  of Outlier 
Removal 

20%  of Outlier 
Removal Classifiers 

0%  of  
Outlier 

Removal A+S B+S SVM A+S B+S SVM A+S B+S SVM A+S B+S SVM 
C4.5 68.07 69.67 69.24 69.81 69.64 72.05 72.66 - 76.04 77.96 - 79.46 81.49 
Conjunctive Rule 63.86 66.67 64.23 68.38 70.39 70.24 70.24 - 72.20 72.84 - 75.21 76.23 
Naïve Bayes 68.21 70.39 70.96 70.82 73.11 73.41 74.77 - 76.04 77.16 - 79.46 81.15 
NN-Classifiers 57.88 59.66 59.08 62.09 66.01 61.78 67.37 - 69.01 70.13 - 74.36 82.00 
Random Committee 59.51 62.66 61.09 63.09 69.03 63.90 68.88 - 71.41 72.84 - 77.93 83.53 
Random Forests 60.73 62.95 61.23 64.81 69.64 67.98 69.34 - 74.12 74.76 - 78.27 83.53 
RBF Network 67.12 68.53 69.81 69.96 72.36 71.75 73.41 - 75.88 77.32 - 79.63 78.95 
Average 63.63 65.79 65.09 66.99 70.03 68.73 70.95 - 73.53 74.72 - 77.76 80.98  
Remark. A+S refers to AdaBoostSVM filtering; B+S refers to BaggingSVM filtering. 

Tables 3 and 4 show that the outlier elimination methods using AdaBoost, Bagging 
AdaBoostSVM, BaggingSVM and C-SVCF improve the average prediction accuracy 
in seven classifiers including C4.5, conjunctive rule, Naïve Bayes, NN-classifier, 
random committee, random forests and RBFNetwork.  This can be noticed, especially 
in the last row with average values.  The average prediction accuracy is higher for all 
training sets with different levels of outlier elimination than in the original complete 
training set.  Moreover, the results show that the C-SVCF filtering method is better 
than AdaBoost and Bagging in general. In addition, accuracies of each classifier have 
almost achieved 80% accuracy after removing 20% of outliers.   
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4.3   AUC Scores of Classification Results  

In these experiments, the capability of the proposed filtering is compared with four 
of the aforementioned filtering methods. The effectiveness of the proposed filtering 
is measured using the average AUC score of seven of the abovementioned classifi-
ers. The overall performance of each classifier averages the AUC scores across all 
10 partitions using 10-fold cross-validation.  The experiment results are shown in 
Tables 5 and 6. 

Table 5. The AUC score of ensemble classifiers at different levels of outlier removal 

 5%  of Outlier  
Removal 

10% of Outlier 
Removal 

15%  of Outlier 
Removal 

20%  of Outlier 
Removal Classifiers 

0%  of  
Outlier 

Removal A B SVM A B SVM A B SVM A B SVM 
C4.5 69.67 73.50 70.00 72.60 75.80 76.30 74.90 79.80 80.90 79.90 85.30 85.60 80.40
Conjunctive Rule 63.86 67.40 69.50 64.70 70.30 68.50 71.30 74.80 72.60 69.70 80.50 73.90 72.90
Naïve Bayes 68.21 77.90 77.70 77.30 80.20 80.90 80.70 83.80 84.70 82.90 89.10 88.00 87.10
NN-Classifiers 57.88 57.70 58.60 61.70 62.10 63.80 67.00 66.90 68.80 69.80 72.20 76.90 81.60
Random Committee 59.51 60.60 60.20 65.80 65.60 69.50 70.40 71.40 74.20 76.70 78.60 81.70 89.20
Random Forests 60.73 66.00 66.20 68.90 69.50 74.20 75.00 75.20 78.60 81.50 82.80 86.90 90.80
RBF Network 67.12 76.90 76.00 76.10 78.80 80.10 78.80 81.80 83.80 82.50 89.00 87.70 86.90
Average 63.85 68.57 68.31 71.76 73.33 76.24 77.66 77.57 82.50 82.96  
Remark. A refers to AdaBoost filtering and B refers to Bagging filtering.  

Table 6. The AUC score of SVM ensemble classifiers at different levels of outlier removal 

 5%  of Outlier  
Removal 

10% of Outlier 
Removal 

15%  of Outlier 
Removal 

20%  of Outlier 
Removal Classifiers 

0%  of  
Outlier 

Removal A+S B+S SVM A+S B+S SVM A+S B+S SVM A+S B+S SVM 
C4.5 69.67 70.70 70.20 72.60 76.00 72.80 74.90 - 75.30 79.90 - 80.60 80.40
Conjunctive Rule 63.86 68.90 66.40 64.70 68.60 68.90 71.30 - 68.40 69.70 - 72.20 72.90
Naïve Bayes 68.21 76.90 77.30 77.30 79.90 79.60 80.70 - 82.30 82.90 - 85.10 87.10
NN-Classifiers 57.88 59.20 58.70 61.70 65.70 61.50 67.00 - 68.20 69.80 - 73.70 81.60
Random Committee 59.51 64.10 62.50 65.80 75.60 65.60 70.40 - 75.20 76.70 - 81.60 89.20
Random Forests 60.73 67.40 65.40 68.90 75.90 71.50 75.00 - 78.80 81.50 - 85.00 90.80
RBF Network 67.12 75.10 75.40 76.10 79.40 78.50 78.80 - 80.10 82.50 - 85.20 86.90
Average 63.85 68.90 67.99 69.59 74.44 71.20 74.01 - 75.47 77.57 - 80.49 84.13  

Remark. A+S refers to AdaBoostSVM filtering; B+S refers to BaggingSVM filtering. 

Tables 5 and 6 show that the outlier elimination method using AdaBoost, Bagging 
AdaBoostSVM, BaggingSVM and C-SVCF, improve the average AUC scores in 
seven classifiers including C4.5, conjunctive rule, Naïve Bayes, NN-classifier, ran-
dom committee, random forests and RBFNetwork. This can be noticed in the last row 
with average values.  The results show that the AUC score of classifiers using C-
SVCF filtering is better than AdaBoost, Bagging, AdaBoostSVM and BaggingSVM. 
However, eliminating the outlier up to 20% affects the significance improvement of 
model performance. Therefore, it could be concluded that filtering misclassified out-
liers using the C-SVCF method is most suitable for improving the overall perform-
ance of the models used in our dataset.   

This paper has followed the hypothesis of most interest [3] [4] [27], which is to first 
filter the training set in pre-processing, and then uses classifiers to form the prediction 
models.  Its advantage in identifying outliers allows us to show examples to experts 
who can distinguish outliers from normal instances. Moreover, outlier handling enables 
the learning algorithm to not only build models from good instances, but also get  
domain experts and users involved.  Besides, we argue that with [4], even removal of 5 
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to 10% of outliers leads to significant performance improvement of  learned models in 
the 7 classifiers of our framework.  For example, the average accuracy of the predic-
tion model have been improved 6.76%, 7.17%, 6.40%, 5.10% and 7.32%, after remov-
ing 10% of outliers using AdaBoost, Bagging, AdaBoostSVM, BaggingSVM and  
C-SVCF filtering, respectively. Similar to the average accuracy, the average AUC 
scores has been increased 7.91%, 9.48%, 10.59%, 7.35% and 10.16%, after removing 
10% of outliers using AdaBoost, Bagging, AdaBoostSVM, BaggingSVM and C-SVCF 
filtering, respectively.  In addition, filtering methods can lead to improvement of effi-
ciency and scalability of classification models [28]. However, measuring efficiency 
and scalability of classification models after applying filtering methods are out of 
scope of this paper due to filtering methods affecting the efficiency and scalability of 
models generated from large and high dimension data sets.   

5   Conclusion and Future Work 

In this paper, a novel method of outlier removal has been proposed and applied to the 
task of breast cancer survivability analysis.  The C-SVCF algorithm has been used to 
identify and eliminate the outliers from misclassified instances. Results show that outlier 
removal improves the results of instances selection by decreasing the insignificant out-
lier instances. This trend has been especially evidenced in the better result achieved by 
using C-SVCF in comparison with AdaBoost, Bagging and SVM ensembles.  More-
over, the average prediction accuracy is improved 17.35% and the average AUC scores 
improved by 20.28% after removing 20% of outliers using C-SVCF filtering.  However, 
for researchers it is hard to choose a suitable method for analysis intuitively, because 
one algorithm may perform well in one data set but perform badly in others.  In future 
research, further investigations need to be conduced on developing and evaluating better 
classifiers for discovering better survivability models in our breast cancer data sets.  
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Abstract. This paper compares the accuracy of combined classifiers in
medical data bases to the same knowledge discovery techniques applied
to generic data bases. Specifically, we apply Bagging and Boosting meth-
ods for 16 medical and 16 generic data bases and compare the accuracy
results with a more traditional approach (C4.5 algorithm). Bagging and
Boosting methods are applied using different numbers of classifiers and
the accuracy is computed using a cross-validation technique. This paper
main contribution resides in recommend the most accurate method and
possible parameterization for medical data bases and an initial identi-
fication of some characteristics that make medical data bases different
from generic ones.

1 Introduction

The need of data mining is an uncontestable reality in almost every domain of
our very pervasive modern life. In the health domain, the possibility to extract
information from medical data bases offer benefits going from the extraction of
important insights about future policies to even automated diagnosis [5]. Despite
of such enchanting motivation, not many studies pay attention to the particu-
larity of the data mining problem in medical bases. Certainly, is not the absence
of classification methods comparisons that prevents such study [7, 12].

Perhaps there are not many studies specific to medical data bases because it is
not acknowledged if medical data bases actually differ from other (generic) data
bases. The main motivation of this paper was forged under the assumption that
there is such difference. In a practical point of view, this paper aims to contribute
by the analysis of 16 medical and 16 non-medical (generic) data bases. We also
apply three machine learning classification methods (C4.5 [11], Bagging [4] and
Boosting [6]) observing the accuracy achieve by them over the 32 data bases.

This paper is organized as follows: Section 2 presents the medical and generic
data bases to be studied in this paper discussing some of their characteristics.
Section 3 presents a brief description of the machine learning classification meth-
ods C4.5, Bagging and Boosting. Section 4 presents the accuracy of each classi-
fication method applied to all data bases, and these results are discussed.
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c© Springer-Verlag Berlin Heidelberg 2008



An Empirical Study of Combined Classifiers for Knowledge Discovery 111

2 The Medical and Generic Data Bases

In this section, we present the data bases used in this paper. Table 1 present some
details about these bases dividing them in two subsets. The first subset refers to
bases with data extracted from medical information, and the second one refers to
bases with data extracted from generic fields, e.g., software development, games,
wine recognition, biology, chemistry and physical phenomena.

The first column indicates the data base name and from which repository it
was downloaded, as well as an identifier to each data base to be used further in
this paper. The data bases marked with � were obtained from the University of
California Irvine repository [1], while data bases marked with ∇ were obtained
from the University of West Virginia repository [3].

The second column contains the information about the data itself, namely:
the number of instances in each data base (instances), the number of attributes
excluding the class (attributes), the ratio between the number of attributes and
the number of instances (ratio), and the percentile of missing values (missing)
over the total (number of instances times number of attributes).

The last column contains the information about the classes of each data base,
namely, the number of different classes (classes) and a rate indicating how un-
balanced these classes are in the data base (unbalance). To have this rate in-
dependent of the number of instances of the base, the unbalance rate is com-
puted as the ratio between the standard deviation of the number of instances in
each class by a completely balanced distribution of instances among the classes,
i.e., the number of instances divided by the number of classes. Therefore, a
data base with exactly the same number of instances in each class will have
an unbalance rate equal to 0.00. A data base with a standard deviation as big
as twice the number of instances by classes will have an unbalance rate equal
to 2.00. For example, a data base with 300 instances and two classes, having
200 instances in a class and 100 in the other one, will have a unbalance rate
equal to 0.47, which is computed as 0.7107 (the standard deviation) divided
by 150 (the expected number of instances in each class in a perfect balanced
situation1.

An observation of Table 1 may lead to the conclusion that medical data bases
are no different from generic ones. The missing information is perhaps the more
noticeable difference between the subsets. All but one of the generic data bases
(G11) have missing values and nearly two thirds of the medical bases (all but
M06, M08, M09 and M15) have some missing values. The few number of instances
compared to relatively large number of attributes is a even harder characteristic
to assume, since while it is true for bases like M01, M02 and M07, the other
medical data bases have a similar ratio as most of the generic data bases, and
sometimes even considerably smaller than bases G06 and G16, not to mention
the unique G11.

1 A data base with 5 times this number of instances and the same unbalanced situation,
i.e., a data base with 1,500 instances with 1,000 from a class and 500 from the other,
will also have the same unbalance rate of 0.47.
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Table 1. Data Bases Characteristics

Data Bases Information Data Class Data
id attributes instances ratio missing classes unbalance

Abalone� B01 8 4,177 <0.01 0.00% 28 1.41
Arrythmia� B02 279 452 0.62 0.32% 13 1.87
Audiology� B03 69 226 0.31 2.03% 24 1.58
Balance� B04 4 625 0.01 0.00% 3 0.66
Breast cancer� B05 9 286 0.03 0.39% 2 0.57
Car Evaluation� B06 6 1,728 <0.01 0.00% 4 1.25
CM1 software defect∇ B07 21 498 0.04 0.00% 2 1.14
Datatrieve∇ B08 8 130 0.06 0.00% 2 1.17
Desharnais∇ B09 11 81 0.14 0.00% 3 0.67
Ecoli� B10 8 336 0.02 0.00% 8 1.16
Echo cardiogram� B11 11 132 0.08 5.10% 3 0.40
Glass� B12 10 214 0.05 0.00% 6 0.83
Heart(Cleveland)� B13 13 303 0.04 0.38% 2 0.13
Heart statlog� B14 13 270 0.05 0.00% 2 0.16
Hepatitis� B15 19 155 0.12 5.70% 2 0.83
JM1 software defect∇ B16 21 10,885 <0.01 0.00% 2 0.87
Kr-vs-kp� B17 36 3,196 0.01 0.00% 2 0.06
MW1 software defect∇ B18 37 403 0.09 0.00% 2 1.20
Pima-diabetes� B19 8 768 0.01 0.00% 2 0.43
Post-operative� B20 8 90 0.09 0.42% 3 1.05
Primary-tumor� B21 17 339 0.05 3.92% 21 1.18
Reuse∇ B21 27 24 1.13 0.93% 2 0.35
Solar Flare� B23 12 1,389 0.01 0.00% 8 2.34
Tic-Tac-Toe Endgame� B24 9 958 0.01 0.00% 2 0.43
Thyroid(Allhyper)� B25 29 2,800 0.01 5.61% 4 1.93
Thyroid(Hypothyroid)� B26 29 3,772 0.01 5.54% 4 1.80
Thyroid(Sick euthyroid)� B27 25 3,163 0.01 6.74% 2 1.15
Wbdc� B28 30 569 0.05 0.00% 2 0.36
Wisconsin breast cancer� B29 9 699 0.01 0.25% 2 0.44
Wine recognition� B30 13 178 0.07 0.00% 3 0.19
Yeast� B31 9 1,484 0.01 0.00% 10 1.17
Zoo� B32 17 101 0.17 0.00% 7 0.89

In contradiction with the observation for these 32 data bases, spread ideas in
the research and practionner communities usually claim that medical data bases
are distinguishable due to large amounts of missing values, few instances, many
attributes, etc.It is true, however, that the aspects presented in Table 1 do not
encompass all the particularities of the data bases. The relationship between
the instances, e.g., the amount of contradiction or redundancy, may play an
important role to distinguish medical from generic data bases. Even though the
traditional ideas of the community are not clear noticeable, there must be special
aspects concerning the medical data bases. As will be seem in Section 4, despite
the lack of a clear distinction between the two subsets of data bases, the better
performance of some classification methods to one group or another is noticeable.
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3 The Knowledge Discovery Methods

There are several methods for knowledge discovery aiming classification, which
is the most common application for medical data bases [5]. In this paper we
focus on a classical approach represented by the C4.5 method [11] and two more
refined approaches based on combining classifiers: Bagging [4] and Boosting [6].
Note that the methods Bagging and Boosting used in this paper also rely on C4.5
tree generation algorithm to obtain their combined classifiers. In this section we
briefly describe these three methods.

3.1 C4.5 Method

The method C4.5 used in this paper is a java implementation of the algorithm
proposed by Quinlan [11], sometimes referred as J48 [14]. The algorithm basic
idea is to generate a decision tree based on a training set of instances. Each
node of this tree, except the leaves, represents an attribute and the branches the
choice of an attribute value. The leaves of the decision tree correspond to the
possible classes.

The generation of the decision tree is made by choosing recursively an at-
tribute to each node until the branches point clearly to one of the class. There-
fore, this decision tree can be used as a classifier, i.e., a new instance can be
classified according to its attribute values.

The C4.5 method chooses attributes to the decision tree nodes by computing
the entropy of subsets of instances, and choosing the atributes that give the
greater information gain. Details on the algorithm itself and formulae for entropy
and information gain can be found in [10, 11, 14].

According to the literature [4, 8], the C4.5 method is quite efficient for gen-
erating accurate classifiers for many data bases. However, as may be observed
by the results in this paper, this method deals poorly with data bases where
there is considerably high rate of missing attribute values. Unfortunately, this is
frequently the case for medical data bases.

3.2 Bagging Method

Bagging was proposed by Breiman in 1996 [4] and its basic idea is to generate
not only one, but a certain number of classifiers to a training data base. These
classifiers are generated independently and the overall classification is made by
a majority vote among the classifiers.

A Bagging method application that combines k classifiers correspond to gen-
erate k samples of the training set with M instances. Each sample contains as
many instances as the original training set (M), but instead of using all instances
of the original training set, the instances are uniformly sampled with repetition,
i.e., the sampling method picks M times one instance of the original training
set with an uniform distribution. Such sampling method will generate k samples
that randomly represent some aspects of the original data base.

To each sample, a classifier is generated independently, resulting in k clas-
sifiers. The classification of a new instance will be performed applying each of
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these k classifiers and the class chosen by the greater number of classifiers will
be considered as the class of the new instance.

Making an analogy to real life decisions, the classification of new instances
using the Bagging method can be viewed as the composition of a decision board
where all voters have an opinion based on their randomly defined previous ex-
periences (the random samples of the original training set).

According to the literature [4, 8], the Bagging method provides a better classi-
fication than one single C4.5 classifier generation (C4.5 method). This improve-
ment in the accuracy is particularly noticeable for data bases with discrepancy
among the instances, which is quite common to medical data bases.

3.3 Boosting Method

The Boosting application in this paper experiments is based on the Adaboost
algorithm proposed by Freund and Schapire in 1996 [6]. Like Bagging, Boosting
is also a method based on combining k different classifiers. Actually the main
differences between the methods Bagging and Boosting reside in the way samples
are generated, and in the way the final classification is performed.

In the Bagging method the classifiers are generated according to samples cho-
sen randomly, or let us say, independently from each other. The Boosting method
uses a more refined way to sample the original training set, where the samples
are chosen according to the accuracy of the previously generated classifiers. In
fact, each of the k steps of classifier generation takes into account the accu-
racy of the classifiers generated in the previous steps, this accuracy is usually
describe as α(i) for the ith classifier generated. The Boosting method defines
a vector with a weight for all instances of the original training set (a vector
with M positions) and initializes this vector with an equiprobable distribution.
The first sample is generated according to this equiprobable weight vector, i.e.,
it samples the original training set just like the Bagging method. After each
classifier accuracy tested by applying it to the whole original training set, each
weight corresponding to correctly classified instances is multiplied by α(i), while
uncorrected classified instances’ weight is divided by α(i). Therefore, incorrectly
classified instances will be more likely to be included in the next sample.

The second difference from Bagging is the way Boosting computes the votes
of the classifiers when actually classifying a new instance. While in Bagging a
simple majority vote is assumed, in Boosting each classifier will weight his vote
with its own accuracy (α(i)).

Once again, making an analogy with real life decisions, Boosting classification is
similar to a board decision, but unlike Bagging which takes random components to
compose the board, Boosting composes its board with specialists with rather dif-
ferent points of views. In order to vote, the opinions of these specialists are weighted
according to how relevant their specialty is according to the training set.

According to the literature [4, 7], Boosting method is quite efficient to classify
noise-free data set, i.e., data sets where there is no discrepancy in the data, there
is no missing values, etc.. However, such conclusions are made, at the authors’
best knowledge, based on empirical experimentations only.
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4 The Experiments

The experiments conducted on this paper use the WEKA - Waikato Environment
for Knowledge Analysis, version 3.4.8 [14]. The Bagging and Boosting methods
were applied using from 10 to 50 classifiers. The data sets were tested using
a cross-validation technique [10] that basically combines different parts of the
data set as training set and testing set. Specifically, for this paper we use a cross-
validation technique that randomly chooses 10 disjoint 10% of the original data
set sized samples and runs the classification to each of the 10 samples using the
remaining 90% of the original data set as training set and the sample itself as
testing set. The accuracy results expressed correspond to the average accuracy of
each 10 classification runs. Such method of experiment consists in use the same
data base as training and testing set. The random choice of samples, therefore,
plays a role in the accuracy and all tests should take this into account. For the
experiments in this paper a fixed random seed was used.

Table 2 presents the percentile of correctly classified instances (accuracy)
achieved for all data bases in Table 1 applying the three tested methods. For
the C4.5 method there is only one accuracy value, since this method does not
combine classifiers. For methods Bagging and Boosting the results present the
values achieved for 10, 20, 30, 40 and 50 classifiers. The last column (best accu-
racy) indicates the best method, which is assumed to be the method with the
higher accuracy. This value is also indicated by the bold face accuracy in each
row. Observing Table 2 we notice that the difference between the accuracy of
methods applied to a same data base is usually quite small, specially for method
with high accuracy, i.e., all results over 90%. Only particular cases present sig-
nificant changes, i.e., a difference larger than 10% points from the worst to the
best accuracy, e.g., 14% in M10, 13% in G13, and 12% in G02.

At this point it is important to keep in mind what the accuracy results mean.
As said before, our experiments are executed over data bases using a cross-
validation technique. It implies that the same data base is used as training set
and testing set and therefore a random choice of samples affects the results.
Particularly for small data bases, like M10, G06 and G11, it may result in some
imprecisions of an order of 1%.

The numerical differences are even smaller when observing the changes of
accuracy due to an increment of the number of classifiers. In fact, only Boosting
accuracy had a significant change due to the increase of the number classifiers,
e.g., 3.12% for G06, 2.70% for M01, 2.56% for G13, and 2.02% for M09. Notice
that these improvements in the accuracy for Boosting happen mostly on data
bases where Bagging was a better choice, since among these bases, only G13 has
Boosting as the most accurate method.

4.1 Individual Analysis

Observing some particular cases of the accuracy, Figure 1 shows the results
for data base M02 and M16. Those two results demonstrate different success
cases of the Boosting for medical bases. For base M02 neither of the combined
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Table 2. Accuracy of Methods C4.5, Bagging and Boosting for All Data Bases

data C4.5 Bagging Boosting best
bases 10 clf. 20 clf. 30 clf. 40 clf. 50 clf. 10 clf. 20 clf. 30 clf. 40 clf. 50 clf. accuracy
M01 65.78 73.17 74.45 74.53 74.89 74.91 71.62 73.04 73.77 73.92 74.32 Bagging
M02 77.26 80.84 80.62 80.62 80.75 80.88 84.75 84.61 84.39 84.66 84.61 Boosting
M03 74.28 72.71 72.67 72.57 73.06 73.13 66.89 67.07 66.57 66.43 66.43 C4.5
M04 57.09 61.12 61.40 61.55 61.95 62.53 60.64 61.25 60.35 61.98 61.46 Bagging
M05 77.13 79.02 79.73 79.80 79.47 80.10 78.59 80.21 80.11 80.18 80.11 Boosting
M06 78.15 80.59 81.22 81.07 81.15 81.19 78.59 79.78 79.74 80.41 80.44 Bagging
M07 79.22 80.73 81.04 81.17 81.37 81.50 82.38 82.79 83.65 83.05 84.15 Boosting
M08 99.44 99.42 99.45 99.44 99.44 99.46 99.59 99.61 99.62 99.61 99.60 Boosting
M09 74.49 75.65 76.21 76.27 76.21 76.05 71.69 72.61 73.07 73.36 73.71 Bagging
M10 69.67 68.67 68.89 68.56 68.89 69,00 55.33 56.33 56.33 56.33 56.33 C4.5
M11 41.39 43.90 44.93 44.64 44.57 44.96 41.65 41.65 41.65 41.65 41.65 Bagging
M12 99.54 99.58 99.57 99.59 99.59 99.59 99.65 99.32 99.69 99.68 99.69 Boosting
M13 98.54 98.56 98.61 98.61 98.63 98.63 98.61 98.65 98.67 98.64 98.65 Boosting
M14 97.94 97.94 97.93 97.94 97.95 97.94 97.56 97.76 97.76 97.80 97.85 Bagging
M15 93.27 95.15 95.49 95.29 95.54 95.55 96.05 96.64 96.91 96.82 96.87 Boosting
M16 95.01 96.07 96.12 96.24 96.17 96.24 96.08 96.38 96.47 96.51 96.61 Boosting
G01 20.99 23.37 23.69 23.84 23.84 23.84 21.87 22.30 22.34 23.35 23.35 Bagging
G02 32.39 19.94 20.61 20.21 20.21 20.00 32.39 32.39 32.39 32.39 32.39 Boosting
G03 92.22 93.42 93.51 93.62 93.54 93.59 95.85 96.49 96.66 96.66 96.72 Boosting
G04 88.05 88.84 88.80 89.08 89.10 89.18 87.33 87.43 87.39 87.49 87.51 Bagging
G05 90.08 90.08 90.38 90.69 90.77 90.38 87.62 87.46 87.62 87.85 87.62 Bagging
G06 66.92 70.25 71.33 72.07 71.22 71.71 68.44 69.83 71.04 71.56 71.08 Bagging
G07 82.83 84.03 83.87 84.02 84.16 84.31 76.23 75.07 74.93 74.83 75.13 Bagging
G08 97.33 97.57 97.52 97.61 97.57 97.61 97.33 97.33 97.33 97.33 97.33 Bagging
G09 79.73 81.29 81.71 81.84 81.87 81.94 79.12 79.17 79.17 79.17 79.17 Bagging
G10 91.42 91.64 91.82 91.86 91.86 91.86 90.00 90.20 90.20 90.20 90.20 Bagging
G11 95.17 93.83 94.67 94.83 94.83 94.83 94.00 95.33 95.33 95.33 95.33 Boosting
G12 99.14 99.14 99.14 99.14 99.14 99.14 98.58 98.59 98.61 98.60 98.62 Bagging
G13 85.57 92.99 94.13 94.55 94.44 94.73 96.36 98.17 98.58 98.75 98.92 Boosting
G14 93.82 94.94 94.94 96.07 96.07 96.07 96.63 97.19 97.19 97.19 97.19 Boosting
G15 50.38 52.30 52.42 52.43 52.41 52.40 50.32 50.32 50.32 50.32 50.32 Bagging
G16 92.61 93.41 93.21 93.30 93.30 93.20 97.35 97.35 97.35 97.35 97.35 Boosting
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Fig. 1. Accuracy evolution for bases M02 and M16
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Fig. 2. Accuracy evolution for bases G07 and G06

classifiers methods presented an evolution as the number of classifiers grown,
but Boosting accuracy was clearly above Bagging and C4.5 values. For base M16
both methods presented some evolution increasing the number of classifiers, but
Boosting accuracy gains were bigger than Bagging’s. It is also noticeable that
even being both from the medical subset, those two data bases are quite different.
While M02 has a large number of attributes compared to the number of instances
(ratio 0.31), M16 has a much larger number of instances (ratio 0.01). Also, M02
is one of the most unbalanced bases (rate 1.58) with very distinct number of
instances in each of its 24 different classes. M16 is rather balanced data with 458
instances in class benign and 241 instances in class malign (rate 0.44). It does
look like the only similarity justifying that both bases have a better accuracy
using Boosting is the simple fact that they are both medical data bases.

Observing now successful cases of Bagging in generic bases, Figure 2 shows
the accuracy results for bases G07 and G06. G07 is a typical success case of Bag-
ging method which gave results superior to those of C4.5 and Boosting method
is simply disastrous. For G06, on the contrary, Bagging and Boosting gave good
results, but here the number of classifiers was decisive to choose Bagging as the
more accurate method. Both methods increase the accuracy until 30 classifiers,
where Bagging reaches its peak. However, after that number of classifiers Bag-
ging accuracy becomes slightly lower and Boosting results become similar and
occasionally higher.

Unlike most of the previous results, it was surprising the better accuracy of
method C4.5 for M03 and the results for G14. In both cases (Figure 3), the
stagnation of Bagging method was not expected, because of Bagging robustness
[9, 13]. For M03, like for G07, Boosting had a clearly inferior accuracy, but
the surprise came from the fact that Bagging could not surpass C4.5 accuracy,
since it practically did not improve accuracy with the addition of classifiers. G14
results present a similar behavior of Bagging accuracy, but in this case it was
Boosting that offer the best accuracy, while C4.5 was clearly inferior.

4.2 Overall Analysis

Concerning the method that presents the best accuracy, Bagging was the best
one for 16 bases, while Boosting was for 14 bases, and C4.5 was just for 2 bases.
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However, observing separately the medical and generic databases we notice a
different distribution, as shown in Figure 4. Boosting seems to be more ade-
quate to medical data bases, being the most accurate in 8 of the 16 medical
data bases. This result is somewhat surprising because it shows that Boosting
method, usually said to be more accurate for noise-free data bases [7], has a
better performance for medical data where one might expect more noise on the
information [5]. Also surprising is the fact that the simpler C4.5 method, which
usually gives considerably stiffer classification than the other methods, was more
accurate for 2 medical data bases.

Trying to look closer to the data bases where each method had the best
accuracy, we did not found any particular similarity for the characteristic as
stated in Table 1. Table 3 presents the analysis of the bases grouped according
to the most accurate method. The first group shows the analysis of minimum,
average and maximum values for the 16 bases where Bagging was the most
accurate method. Analogously, the second and third groups show the same values
for the 14 bases where Boosting was more effective and the 2 bases where C4.5
gave the best results, respectively.

A definitive conclusion can not arise neither observing the average values
nor the intervals between the minimum and maximum values. Considering only
the average values no clear order among Bagging, Boosting and C4.5 values
can be established. The intervals comparison is of very little help as well, since

All data bases Medical data bases Generic data bases

Fig. 4. Most Accurate Method Distribution
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Table 3. Data Bases Characteristics Grouped by the Most Accurate Method

M01, M04, M06, M09, M11, M14, G01, G04, G05, G06, G07, G08, G09, G10, G12, G15

Bagging attributes instances ratio missing classes unbalance
min. 8.0 81 <0.00 0.00% 2.0 0.16
avg. 31.1 1,545 0.08 1.01% 7.1 1.07
max. 279.0 10,885 0.62 6.74% 28.0 2.34

M02, M05, M07, M08, M12, M13, M15, M16, G02, G03, G11, G13, G14, G16

Boosting attributes instances ratio missing classes unbalance
min. 4.0 24 <0.00 0.00% 2.0 0.06
avg. 22.1 1,095 0.14 1.46% 4.5 0.78
max. 69.0 3,772 1.13 5.70% 24.0 1.93

M03, M10

C4.5 attributes instances ratio missing classes unbalance
min. 8.0 90 0.03 0.39% 2.0 0.57
avg. 8.5 188 0.06 0.41% 2.5 0.81
max. 9.0 286 0.09 0.42% 3.0 1.05

there are large overlappings preventing any clear rule to choose either of the
methods based on their characteristics. That being said, it cannot be ignored
that something different occurs with the medical data bases, since the robust
Bagging method, so accurate in the generic bases, was not so effective in the 16
medical bases.

5 Conclusion

The conclusion of such empirical comparison of accuracy results for medical
and generic data bases is a rather difficult task. The analyzed 32 data bases
are public data that had been used in many research efforts to increase both
the understanding of the classification methods, and the identification of the
bases particularities. Such research efforts are far from easy, after all, in the
vast majority of the cases, the data sets are sufficiently large (sometimes really
huge) to justify a machine aided data mining approach. Therefore, the study of
the particularities of such data bases is by definition a problem too complex to
be handled manually. In many ways, the search for the reasons why a machine
learning method does (or doesn’t) work is a meta-problem, and, naturally, it
leaves the door open for empirical studies.

In the present work, we try to analyze this problem with an approach starting
from the question: what makes a medical data base different from others? Con-
sidering the aspects observed in Section 2, this answer cannot be answer yet,
since there is no clear distinction. Nevertheless, the accuracy results point in dif-
ferent direction, since Boosting method, usually not as robust as Bagging, had a
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better overall accuracy for medical data bases. In fact, it is very likely that yet
unknown characteristics of medical data bases play a major role in the adequacy
of Boosting method. Maybe a deeper analysis of the data inside the bases may
offer insights. Perhaps there is some similarities between the instances, perhaps
the contradictions in medical data behaves according to a particular pattern.
The fact is that this research is an open subject.

Despite this ignorance of the reasons, it arises as a contribution from the
present work the empirical conclusion that Boosting method seems to be the
best bet to medical data mining. It is also recommendable to not waste too
much time thinking about the number of classifiers, since the rare accuracy
improvements were very small. Even thou these Boosting recommendations could
be numerically concluded, in some cases classification accuracy was better served
by Bagging, or the simpler C4.5. Once again, the lack of explanations why the
medical data bases behave like that leaves room for doubts in choosing the
classification method.

The future works for the study presented here are the natural pursuit of the
reasons why Boosting generally presents a better accuracy for medical data bases.
Another interesting line of work is to study the impact of attribute selection in
medical data bases. The benefits of attribute selection in generic data bases
have been discussed in the area for long time, however the results presented here
could also suggest that the behavior of such technique to medical data bases
may present is not necessarily the same.
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Abstract. Clinical guidelines have been developed with different
aims and interests related to healthcare quality improvement. The devel-
opment of storage mechanisms concerning the application of guidelines
can provide significant benefits to healthcare.

In this paper, we present a Model Driven Development (MDD) based
approach for the automatic generation of storage structures for recording
the information generated during the application of clinical guidelines.
The work presented is part of a larger project which aims at developing
decision support systems for the application of guidelines. Our approach
is illustrated with a Spanish guideline based on a guideline published by
the National Guidelines Clearing House (NGC).

Keywords: Clinical guidelines, Health data storage, Decision Support.

1 Introduction

In healthcare daily practice, it is widely accepted that documentation constitutes
a key element for demonstrating that care is as expected [18]. There are many
works in the literature which have emphasized the importance of documenting
every intervention or patient instruction whatever the patient’s condition [18,21].
On the other hand, clinical guidelines are developed with different aims and in-
terests concerning healthcare quality, including the improvement of clinical prac-
tice, support to medical decision-making or reduction of inappropriate variations
in everyday clinical practice [24,29].

Based on the recognized importance of documentation in the healthcare
context, we have focused our attention on the particular case of developing
mechanisms for recording the history of the application of clinical guidelines.
In particular, we are studying, as a long term research goal, the development of
ubiquitous decision support systems (UDSS) with trace recording capabilities,
for the application of clinical guidelines [30,31]. We propose that such a system
implements guidelines in such a way that it guides the physician without allow-
ing her decisions to diverge from the strategy defined in the guideline. In this
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ence, project TIN2005-05534 and the FPU grant AP2003-2713, and by the Ministry
of Industry, Tourism and Commerce, project SPOCS (FIT-340001-2007-4).

Y. Ishikawa et al. (Eds.): APWeb 2008 Workshops, LNCS 4977, pp. 122–133, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Tracing the Application of Clinical Guidelines 123

manner, we ensure that the care provided to a patient is in compliance with
guideline recommendations. As for the trace recording capabilities, the UDSS
would store the information generated during the application of the guideline
(such as physician’s decisions or patient’s states). We consider that the stor-
age of this information can contribute to the improvement of several healthcare
aspects, such as the quality of patient care or the prevention of medical errors.

In order to obtain the UDSS for each guideline automatically, we propose
to follow a Model Driven Development [26,33] (MDD) approach. By using this
MDD approach, we ensure that the development of the system is carried out
in an efficient and cost–effective way. In particular, we represent the dynamics
of each clinical guideline by using a UML statechart [27]. When a system is
developed within a MDD context, the history of the system execution can be
expressed as the trace of its model execution [16]. In our specific case, given the
statechart, a database schema for storing the trace of the guideline application
is automatically generated. This process is carried out by following a set of
successive schema mappings [15] that we have implemented in a MDD setting
using two different MDA–based tools (ATL [5] and MOFscript [20]).

We proceed as follows: In Section 2 we present an overview of the development
of UDSSs for clinical guidelines. We describe the definition of the conceptual
database schema from a statechart representing a guideline in Section 3. Section 4
describes the generation of the database from the conceptual model by using a
set of schema mappings. The implementation of our proposal is presented in
Section 5. In Section 6 we discuss related work. Finally, our conclusions and
future work are set out in Section 7.

2 Overview

Recently we have proposed a MDA–based approach to automatically devel-
op ubiquitous decision support systems (UDSS) for clinical guidelines [30,31].
Among the goals each UDSS should achieve, we want to highlight the following:
(1) that it guides the physician during the application of the guideline in a very
specific way in order to help in her decision making and (2) that it automati-
cally records the history of the application of the guideline to patients. Then,
information such as patients’ conditions, physicians’ decisions, treatments and
clinical tests applied to patients, will be recorded for different purposes. From
now on, we use the term trace to refer to the history of the application of a
guideline to a patient. In addition, we define a trace database as the persistent
database which stores those trace records.

The storage of the information concerning the application of a guideline by
using the UDSS can provide several significant benefits to the healthcare envi-
ronment. Many works have claimed that thorough documentation of different
aspects of patient care could be key evidence in a medical negligence case (see
e.g. [18]). We consider that the traces recorded by using the UDSS could also
be used to reduce malpractice litigation. Furthermore, such traces can be used
as a reference in future encounters with the patient when the same guideline
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is reapplied [12]. In addition, the regular and necessary revision and update of
clinical guidelines [32] can be improved by means of documenting. The traces
recorded by using our UDSS can be considered as a resource for ongoing changes
in the definition of guidelines over time.

The architecture of the UDSS for a clinical guideline is presented in Fig. 1.
Following our approach presented in [9,30,31], the dynamics of each guideline is
represented by using a UML statechart. In particular, we have defined, taking
into account the specialities of the clinical data, a set of representation patterns
in order to assist in the modelization process [31]. From this model, the main
modules which constitute the UDSS for the guideline are automatically gener-
ated by following a MDA–approach. In the bottom left part of Fig. 1 we depict
two modules that form part of the UDSS. Firstly, the “execution module” corre-
sponds with the Java implementation of the statechart and allows the physician
to apply the UDSS to patients. Secondly, the “platform library” provides stan-
dard services of the system related to the implementation of the presentation
layer and the data layer. In this paper, we propose to include in the UDSS a
new component (trace database) that allows the persistence of the guideline ap-
plication (see the bottom right part of Fig. 1). The instances of the database
come from the execution of the Java program that constitutes the “execution
module” of each UDSS. The way in which the generated instances are recorded
in the trace database remains an issue for future work.

Execution Module
(Java code)

Trace
Database

Platform
Library

Statechart

Statechart Implementation
 Component

Persistent Component

UML Class
Diagram

UDSS for a guideline

MDA transformations

Legend

Modules communication

Fig. 1. The architecture of the UDSS for a guideline

In order to design and develop the trace database, we propose the use of a
MDD approach. Considering that the information represented in the statechart
modeling a guideline is the data intended to be recorded in the database, we use
the statechart as the basis for creating the database schema. Then, as is depicted
in Fig. 1, from each statechart we propose to define a UML class diagram as the
conceptual model of the trace database. Based on this class diagram, we propose
to carry out a set of schema mappings to obtain the database schema.

Case Study. In order that the reader can have a better understanding of our
approach, we will use as a case study a Spanish guideline used for the manage-
ment of infections related to intravenous catheters. This guideline is based on a



Tracing the Application of Clinical Guidelines 125

guideline published by the US National Guidelines Clearing House (NGC) [1].
In particular, we will use a part of the statechart (see Fig. 2(a)) that represents
the dynamics of this guideline. This is a UML orthogonal state that models the
patient’s behavior during the performance of two clinical tests, the Maki and
Hemoccult tests. Regarding the Maki test (see left part of Fig. 2(a)), firstly the
patient is waiting for the catheter (CVC) removal. When the catheter is removed,
then the Maki test is ordered and the patient changes from that first state to
that of waiting for the Maki test results. When the results finally arrive, they
are recorded. With regard to the Hemoccult test (see right part of Fig. 2(a)), the
process is similar. The class diagram defined for this orthogonal state is depicted
in Fig. 2(b) and will be explained in the next section.

t35:
actionCarriedOut("CVCRemoval")
/orderClinicalTest("Maki")

t36:
testResultsArrive("Maki")
/asignTestResults("Maki")

 t39:
testResultsArrive("Hemoccult")
/asignTestResults("Hemoccult")

t38:
actionCarriedOut("BloodExtraction")
/orderClinicalTest("Hemoccult")

PatientWithoutCVCandWithoutTreatment

t34 t37

PatientWaitingFor
CVCRemoval

PatientWaitingFor
MakiResults

PatientWith
MakiResults

PatientWaitingFor
HemoccultRealization

PatientWaitingFor
HemoccultResults

PatientWith
HemoccultResults

(a) Orthogonal state

1..*

{disjoint, complete}

1 1

1

0..1

0..1 0..1

1

<<tBetweenStates>>

event= "actionCarriedOut(CVCRemoval)"
action="orderClinicalTest(Maki)"

<<tBetweenStates>>

event=" testResultsArrive(Maki)"
action="asignTestResults(Maki)"

top= false
<<region>>

transitionKind= external

transitionKind= external
transitionKind= external

<<tFromInitialPE>>

<<orthogonalCompositeState>>

PatientWithoutCVC
andWithoutTreatment

<<region>>
AbsMakiTest

<<simpleState>>

PatientWaiting
ForCVCRemoval

<<tBetweenStates>>
Transition t35

<<tBetweenStates>>
Transition t36

<<tBetweenStates>>
Transition  t34

<<simpleState>>

PatientWith
MakiResults

PatientWaiting
ForMakiResults

<<simpleState>>

(b) Related class diagram

Fig. 2. Part of the statechart for a specific guideline and the related class diagram

3 Conceptual Representation of the Trace Database

In this section, we explain our approach to the conceptual modeling of the trace
database from a statechart representing a clinical guideline. It is widely recog-
nized that database systems are best designed first at a conceptual level. Then,
the resulting conceptual model is used as the base for the subsequent develop-
ment phases. Several approaches have addressed the use of UML class diagrams
to express conceptual database models [2,8]. As is claimed in [8], class diagrams,
unlike other conceptual data models like Entity Relationship diagrams (ERD),
provide a more object-oriented approach to database design, supporting the
specification of database structure and behavior.

Taking this into account, from each statechart, we propose to define a UML
class diagram as the conceptual model of the trace database. To our knowledge,
there is no criteria to follow for creating a class diagram from a statechart.
Our proposal is based on the definition of (1) a UML profile [27] called the
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UML Profile for statechart execution persistence (SEP profile) and (2) a set of
transformation patterns to assist in the transformation process.

The SEP Profile. Since we represent each guideline by a statechart, the way
of storing the information generated during the application of that guideline
is strictly related to the execution of the statechart. On the other hand, the
execution of the statechart depends on the semantics of the elements of the
statechart. Therefore, we consider it necessary to represent in the UML class
diagram the specific semantics of each element which constitutes the statechart.
Nevertheless, it is not possible to represent this specific information with the
native elements of UML class diagrams. In these cases, UML profiles [27] are
defined to provide extension mechanisms to the UML standard. For this reason,
we have created the SEP profile, so that some elements of the UML statechart
metamodel have stereotypes of the UML profile associated to them.

The main aim of this profile is to give, by using its stereotypes, a simple mech-
anism to identify, for each class in the class diagram, the type of UML statechart
element to which it corresponds. Then, these stereotypes will be implemented
as triggers in the trace database. Each of these triggers will allow us to control
the way in which the information is recorded by following the semantics of the
UML statechart element to which each trigger corresponds.

For example, the semantics of UML orthogonal states indicates that when-
ever an orthogonal state is entered, each one of its orthogonal regions is also
entered [27]. Taking this into account, we have defined the ��OrthogonalCom-
positeState�� stereotype to be applied to each class in the class diagram which
comes from an orthogonal state. When this stereotype is implemented in the
database, a trigger is created in order to ensure that the information associated
with the entry of the object to all orthogonal regions is recorded in the database.

We have defined four stereotypes: ��Region��, ��State��, ��TransitionBetween-
States�� and ��TransitionNotBetweenStates��, where the three latter are special-
ized into several stereotypes. The UML elements extended by the stereotypes of
the profile are the UML class and association class elements. We do not include
more details about the defined profile for space reasons.

Transformation Patterns. The underlying idea of the transformation patterns
is based on some ideas proposed in [23]. In that paper, the authors provide an
approach for generating executable code from UML statechart diagrams in the
Java object-oriented language, by extending the state design pattern [13]. These
authors use UML class diagrams as the conceptual model of the Java program
that implements the statechart. We have extended this approach by adding
several changes (among them, the definition and application of the SEP profile)
to adapt it to our specific purpose, using the class diagram as the conceptual
model of the trace database. The main idea of our transformation patterns is
that: (1) each state in the statechart is transformed into a UML class with a
specific stereotype of the SEP profile depending on the type of state (simple,
orthogonal or non orthogonal); (2) each transition is represented as either a
UML class or a UML association class, depending on the type of its source and
target vertex; also, the type of source and target vertex is used to apply the
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corresponding stereotype to the class (or association class); (3) each region is
translated into an abstract UML class with the ��region�� stereotype.

For example, a part of the class diagram defined for the orthogonal state of
Fig. 2(a) is shown in Fig. 2(b). In particular, the region related to the perfor-
mance of the Maki test is represented by an abstract class called AbsMakiTest
stereotyped by ��region��. This class is the parent class of the specific classes
which correspond to the translation of the states contained in the region (Pa-
tientWaitingForCVCRemoval, PatientWaitingForMakiResults and PatientWith-
MakiResults). These specific classes are stereotyped by ��simpleState��, since they
correspond to the translation of simple states in the orthogonal state. Addition-
ally, stereotyped classes associated to transitions are created. In this particular
context, we record the information relating to the patients’ specific states during
the application of the guideline, represented by the statechart.

In addition, we want to record in the trace database temporal data which is not
directly related to the statechart. Since the application of guidelines generates
temporal data, we have defined the trace database as a temporal database. Of
the four kinds of database (Snapshot, Historical, Roll–back and Bi–temporal)
that can be defined considering the temporal–dimension taxonomy (transaction
time, valid time and user–defined time) [11], we have decided to define ours as
a bi–temporal database (we consider both transaction and valid time). We have
based our decision on the fact that these databases have the ability to answer
both research and legal questions [34].

4 Metadata Management

Taking into account the target platform, not all constructs available in our stereo-
typed class diagram (such as association classes or composite attributes) may be
directly implemented in it [6]. The Model Driven Architect (MDA) approach [26]
addresses this problem by defining Platform Independent Models (PIMs) and
Platform Specific Models (PSMs), which are automatically obtained from PIMs.
Then, the PSMs will be implemented in the target platform.

In order to create the trace database from the stereotyped class diagram
(hereafter PIM class diagram), we carry out two schema transformations: (1)
the automatic transformation of this PIM class diagram into another stereotyped
class diagram closer to the target platform (hereafter PSM class diagram) and
(2) the transformation of this PSM to the SQL source code which will generate
the database. Next, we explain in detail these two schema mappings.

Firstly, we carry out an exogen transformation [19] since the PIM and the
PSM models conform to two different profiled metamodels. For each PIM class
diagram created from a statechart, we have identified several types of elements
which have to be replaced with other more suitable UML elements in order to
obtain the PSM class diagram closer to the target platform. These elements are:

Association classes. Each UML association class is replaced by a new class
and two associations. This transformation has obliged us to redefine the SEP
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profile applying the stereotype ��TransitionBetweenStates�� to UML classes
instead of UML association classes.
Composite attributes. Following our transformation patterns, each class
which is the translation of a composite state has a composite attribute for
each region. Complex attributes are usually modeled as associations [35], so
we propose to replace each of these composite attributes by a bi–directional
association between the class which has the composite attribute and the
abstract region class which corresponds to the type of the attribute.
Inheritance hierarchies. For the mapping of the inheritance, we have directly
focused on the mapping strategies of inheritance hierarchies to databases.
There are three fundamental mapping strategies [3,35]: (1) filtered mapping
(creating one table for an entire class hierarchy), (2) horizontal mapping
(creating one table per concrete class), and (3) vertical mapping (defining
one table per concrete class). It is important to note that none of these
solutions are ideal for all situations, so the developer has to decide in each
case which solution is the most appropriate [3,35]. Considering our particular
source class diagram, we have chosen the vertical mapping, given that this
option is the simplest, easiest to maintain and least error prone [35].

The second schema mapping deals with the transformation from the PSM class
diagram to the SQL source code which will implement the trace database. In
order to perform this schema mapping, we have defined several rules concerning
the creation of tables, constraints and triggers of the database. In particular, we
have defined rules to create two types of triggers, devoted (1) to enforcing in
the database specific constraints represented in the PSM class diagram (such as
multiplicities) and (2) to the implementation of the specific semantics of UML
statechart elements based on the stereotypes applied to the PSM class diagram.

Regarding the methodology followed in this second schema mapping, we want
to note that different ways of generating database structures out of class dia-
grams have been proposed. Nevertheless, the particularity of our approach is
that the used class diagrams are stereotyped and each stereotype is translated
in a different way, leading to specific triggers for each stereotype.

5 Implementation

In order to automatically develop the trace database from a statechart represent-
ing a guideline, we have used two different MDA–based tools with support for
customizable model–to–model and model–to–text transformations respectively.

On the one hand, to perform the specific model-to-model transformations of
our approach (that is, from the UML statechart to the PIM class diagram and
from this stereotyped class diagram to the PSM class diagram) we have used an
Eclipse plug–in called ATL [5]. ATL is a hybrid model transformation language
(it provides both declarative and imperative constructs) and allows developers to
design three different kinds of ATL units, of which we use ATL modules and ATL
libraries. ATL defines two types of constructs, rules and helpers, and depending
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on the chosen programming mode, it distinguishes two different kinds of rules:
the matched rules (declarative) and the called rules (imperative).

On the other hand, to carry out the model-to-text transformation of our ap-
proach (that is, from the PSM class diagram to the SQL source code) we have
chosen the MofScript tool. MOFScript is, like ATL, another Eclipse plug–in
which implements the MOFScript language [20]. Each MOFScript transforma-
tion consists of transformation rules which are basically the same as functions,
and which define the behavior of the transformation.

By using these two MDA–based tools, we are able to automatically generate
the trace database from a statechart.1 Next, we briefly show how we have used
these tools to carry out this task.

Generating the PIM Class Diagram from a Statechart. In order to carry
out this transformation, our transformation patterns have been implemented
into the ATL language. The result of such implementation is the definition of
an ATL module (composed of a set of seventeen helpers, five matched rules and
twelve called rules) together with two ATL libraries. Then, the defined ATL
units take the statechart and the SEP profile as source models. Both models
conform to the UML 2.0 metamodel and have been created using the UML 2.0
Eclipse plug–in [10] as .uml2 extension files. By using the defined ATL module
together with the two libraries, the statechart is translated into the PIM class
diagram which also conforms to the UML 2.0 metamodel.

Exogen Transformation from the PIM to the PSM Class Diagram.
To carry out this transformation, we have defined another ATL module. This
ATL module replaces association classes, composite attributes and inheritance
hierarchies from the PIM class diagram with other more suitable UML elements
(as we have described in section 4). On the one hand, we consider that the
definition of the ATL rules related with the removal of composite attributes
and inheritance hierarchy is straightforward and does not require further dis-
cussion. In the case of the removal of association classes, we have taken, as a
starting point, the predefined RemovingAssociationClass ATL transformation
from the catalogue of ATL model transformations of [5]. This predefined trans-
formation replaces an association class by a class and two non–directional as-
sociations. Since following our transformation patterns, associations in the class
diagram are defined as bi–directional associations, we have modified the rules in
the RemovingAssociationClass transformation so that the new defined asso-
ciations are bi–directional. Then, this ATL module takes as source models the
PIM class diagram and the SEP profile (slightly modified, as we have explained
previously), and return the PSM class diagram as a .uml2 extension file.

We would like to point out that during the definition of the ATL units, we
experienced various inconveniences associated with the ATL tool. Firstly, we
have found several bugs that are not yet resolved. Also, we have had some
difficulties concerning the application of profiles to class diagrams. This is due
to the fact that, as explained in the ATL Language Troubleshooter [5], with the

1 The transformations are available at www.unizar.es/ccia/articulos.htm



130 E. Domı́nguez, B. Pérez, and M.A. Zapata

version used, Eclipse UML2 Profiles and Stereotypes can not be applied directly
using ATL. We have therefore used the recommended native Java methods of the
UML2 plug–in. This, together with the fact that ATL documentation on “how
to do” is rather deficient, has made this task a difficult endeavor. Nevertheless,
we consider ATL to be a good and easy-to-use MDA tool.
Generating the SQL Source Code of the Trace Database. As we have
remarked previously, in order to perform the final schema mapping, we have
used the MOFScript tool. The SQL code generator is defined as a set of trans-
formations in the MOFScript language. In particular, we have defined three
MOFScript files concerning the creation of tables, constraints and triggers re-
spectively. As for the development of the rules concerning the definition of the
tables, we have followed the approach of [25] for “UML to RDBMS mapping”.
For almost each rule proposed in [25] we have defined another rule with the same
purpose and functionality. In addition, we have defined other rules to carry out
the complete transformation considering specific multiplicities of our PSM class
diagram. Regarding the creation of triggers, the defined rules translate each ap-
plied stereotype of the SEP profile into the corresponding trigger by following
the specific semantics of the corresponding UML statechart element.

The defined MOFScript transformations take the UML 2.0 metamodel as
metamodel and the PSM class diagram as the source model and return
several .sql extension files with the SQL statements which create the tables,
constraints, and triggers that constitute the trace database.

We want to note that although there are several tools that generate data mod-
els out of class diagrams, the specific issue of our proposal is that each stereotype
is translated to a trigger which implements the semantics of the corresponding
element of the statechart from which the stereotype comes.

6 Related Work

The necessity of storing the trace of systems execution has been stated in the lit-
erature within different research fields [12,16,22]. Focusing on the clinical context
in general, and on the use of clinical guidelines in particular, we focus on the way
in which other decision support systems have tackled the issue of recording the
trace of guidelines application. Although during the past thirty years, there have
been several efforts to develop tools to realize computer-assisted management of
clinical guidelines (e.g. GLIF, Asbru, EON, GEM, PROforma, GLARE) [28], to
our knowledge, only GLIF [12] and ASBRU [37] provide mechanisms for record-
ing the execution trace of guidelines to patients. We now compare our proposal
with these approaches, basing our comparison on different criteria.

Regarding the strategy chosen to store the application traces, in general, au-
thors use simple textual trace files or databases with only one table [4,14,37].
This fact is clearly a consequence of the consideration of a very simple notion
of trace. This is the case of both GLIF and Asbru. On the one hand, Asbru,
by means of its Spock model [37], creates for each application of the guideline
to a patient, a textual summary by defining guideline application logs. On the
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other hand, in GLIF the execution traces are recorded as XML files conforming
to a DTD. When the notion of trace is defined in a more complete way, and
consequently in a more complex way, as occurs in our case, the storage struc-
tures are not so easy to be determined. One of the advantages of our proposal is
that these structures are automatically generated so that the complexity can be
managed more easily. Taking into account the recording structures used in other
proposals, the benefits of using temporal databases in contrast to other storage
structures such as log files [36] are another advantage of our approach.

Another important difference between our approach and the others is related
to the method used to create the storage structures. We want to remark that, to
our knowledge, neither of the proposals (GLIF and Asbru) uses a MDD approach
to create the structure of the execution traces. When this goal is tackled in a
MDD setting, the system execution paths can be expressed as behavioral model
execution paths [16]. In this respect, the model tracing issue has been analyzed
in the literature with respect to different behavioral models: workflows [22], se-
quence diagrams [16], petri nets [17] or statecharts [16]. In the particular case
of statecharts or their UML version (UML state machines), authors define the
execution trace in an over simplified way, as a linear sequence of states, transi-
tions and events [7,17]. The problem is that, in contrast to our approach, this
definition does not take into account the notions of hierarchy and concurrency,
which are two of the main components of the rich expressivity of statecharts. In
this way, execution traces are provided with a more complete information.

7 Conclusions and Future Work

In this paper we have presented a model-based development approach to devel-
oping automatically persistent databases which record the history of the appli-
cation of clinical guidelines to patients. Starting from the statechart representing
a guideline, we propose to carry out several schema mappings to automatical-
ly generate the trace database for that clinical guideline. The most significant
contributions of this research paper are the following: (1) the way in which the
structure of the execution traces is defined, represented not as a linear sequence
but as a hierarchy of states; (2) the fact of using a Model Driven Development
(MDD) approach in the specific context of healthcare. It must be noted that, to
our knowledge, this is the first work to use a MDD based approach for the auto-
matic generation of storage structures for recording the information generated
during the application of clinical guidelines. For this reason our approach would
open a new field for the application of the MDD approach.

There are several lines of further work. At present, the proposed system does
not allow the physician to make decisions which diverge from the strategy de-
fined in the guideline. We think that it would be interesting to extend the system
to allow this functionality. Secondly, the study of the way in which the instances
generated by the application of the UDSS are recorded in the trace database con-
stitutes an interesting goal for further development. Thirdly, taking into account
the possibility of change over time in the definition of a guideline, we consider
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that the way in which the trace database can be used as a resource for these
changes is an interesting issue of future work. Finally, the development of other
ways of storage, such as XML documents, deserves to be investigated.
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Abstract. With the development of relational database, people require
better database not only in the aspect of database performance, but also
in the aspect of the database’s interactive ability. So that the database
is much more friendly than just before and it is possible for a common
user who do not have any special knowledge on database can access
the database, without knowing the schema of database and writing in-
tricate SQL. For the reason that the information retrieval on the web
has developed well to some extent, when we develop the technology of
keyword search in relational database, we can draw some ideas from in-
formation retrieve. But the great differences between the text database
on the web and the relational database also bring some new challenges:
1) The answer needed by user is not only one tuple in database, but the
tuple sets consisting of the tuple connect from different table using the
“primary key-foreign key” relationship. 2)The results of the evaluation
criteria is more important, because it is directly related to the effective-
ness of Search System. 3)The structure of relational database is much
more intricate than text database, and the algorithms of information re-
trieval are not fit the relational database. So in this paper, we introduce
a novel keyword search algorithm and a modified criteria of evaluating
answers in order to enhance efficiency of the keyword search and return
much more effective information to users, finally, the search algorithm’s
performance is tested and evaluated.

Keywords: Keywords search, relational database, information retrieval,
search algorithms.

1 Introduction

As we know, the demand for user to search in relational database with keywords
is growing steadily, The problem we have encountered is we should design a novel
algorithm to make the users to search in the relational database with keywords
efficiently and we should design a fit Ranking-Mode to return more effective
top-k answers to users. Now we introduce the problem with a practical instance.

There are four tables in the DBLP database and the lines with an array shows
the relationships. If user want to get the papers published by famous database
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Fig. 1. DBLP database

expert “Jim Gray”, he/she should learn the schema of the DBLP database firstly,
and then he/she must write intricate SQL like this:

Select Title
From Paper, Writes, Author
Where Paper.PaperID=Writes.PaperID
And Writes.AuthorID=Author.AuthorID
And Author.Name=Jim Gray

It is too hard for a common user, so our aim is that as long as the
user submits keywords, the system will return the top-k effective answers to
user automatically. Keyword search is very success in web search engine, when
user search with the web search engine such as Google, Baidu and Yahoo, What
he/she should do is submitting the keywords to the interface provided by search
system.

The contributions of our paper are as follows: First of all,we introduce a
novel search algorithm, compared to the existing algorithms, the mainly used
data structure in our algorithm is sets, and the graph is only the accessorial
structure, we only use the depth-first algorithm of Graph to adjust the orders of
the elements in the sets to make sure that most adjacent Table in the sets have
a“Primary key-Foreign key” relationship, and we can join the tuples of adjacent
Tables expediently and construct the final results -Tuple-Tree. So compared to
existing algorithms, the time and space cost is much smaller.

Secondly, we have done with the special terms, there are two kinds of special
terms in the keywords: Schema-Terms, Redundant-Terms. We add these peculiar
term processing to make the results more effective the experiments show that
our idea is feasible.

Thirdly , our new search algorithm can effectively limit the size of the results,
because when a user input keywords, the system generate a serial of Table name
sets, the max size of these sets are limited to the twice number of Tables to avoid
additional cost and make our algorithm more effective.

In Section 2, we discuss the related work. In Section 3, we introduce the sys-
tem model such as Answer-Graph and Tuple-Tree. In Section 4, we describe the
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design of our algorithms. In Section 5, we present experiments results and analysis
them to demonstrate the effectiveness of our results generated by our algorithms.
Section 6 draws the conclusion and outlines directions for future work.

2 Related Work

The analysis of the state-of-art of the information retrieval (IR) shows that apply
information retrieval engine to relational database is a challenging work, because
there is a great difference between text database and relational database. What
information retrieval search in is text databases, their meta information is doc-
uments. As soon as a user input the keywords, the search engine will calculate
the similarities between the keywords and documents, and then the search engine
orders the documents with their similarity to keywords in descendent, finally the
search engine return the top-k answers to user. But in relational database, the data
organized in the form of various tables, data is stored in these tables, and the ta-
bles are connected with “primary key-foreign key” relationships. Obviously, the
information contained in each tuple is limited, we focus on how can we join the
tuples into a Tuple-tree that contains the information which user want to know.

The keywords search systems in relational database so far have primary key-
word search functions. For the system named BANKS[1]: It uses directed data
graph to help with its keywords search, in its data graph, if two tuple’s node
have a ”primary key-foreign key” relationship, there are two corresponding di-
rected edges between them, and it utilize the reverse heuristic search algorithm
to find the node containing information; DBXPlorer[2] uses undirected graph
to help with keyword search, first of all, it accesses to symbol table to get tu-
ples’ information , and then calculates Tuple-Tree according to Schema-Graph,
at last it constructs each SQL statements according each Tuple-Tree; while DIS-
COVER[3] executes the searching function using a complicated data structure
named Tuple-Graph, and supported “And” and “Or” semantics. In general, their
idea is that they construct a Answer-Graph preliminary, when the user submits
the keywords, they choose the minimum sub-graph that contains all the terms
in keywords. They did not draw any idea from information retrieval[11], the way
of generating answer is too simple and has a high cost, and the Ranking-Model
dos not fit users’ wills to some extent, especially, they often return the most
complicated answer to user directly.

3 System Model

3.1 System Framework

First of all , we get the keywords submit by users and filter out the redundant
words such as “and” , “the” , “by”, then the query mode access to the database
with these keywords and get two kinds of information: 1. Schema-Graph of the
database; 2. Table-Tuple list acquired with keywords and the corresponding tuple
sets containing one or more terms of the keywords. Now according to Table
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name and Table-Tuple list we can get corresponding tuple sets, join these tuples
iteratively with “primary key-foreign key” relationships to get a lot of tuple
trees. At last , we rank these Tuple-Trees according to the similarities between
Tuple-Trees and keywords, return to user the top-k answers.

3.2 Concepts and Terminology

Schema-Graph. Relational databases are based on relational mode, it de-
scribes world with relationships. A relationship not only can be used to describe
entity and its attributes, but also can be used to describe relationships between
entities. In fact, Schema-Graph is a model of directed graph, each node represents
the name of a table, if two table has a “primary key-foreign key” relationship,
there is a corresponding line with an array between two nodes representing these
two tables. The Figure 1 is an instance of Schema-Graph[4].

Answer-Graph. A Answer-Graph is the sets consisting of Table names, given
the keywords, system will scan the database, if tuple in one Table contains a
term of the keywords, add the Table name into Answer-Graph. After finishing
generating Answer-Graph, we change the order of the elements in Answer-Graph
by a depth-first traversal of Schema-Graph to make sure that every two Table
in the Answer-Graph has a ”primary key-foreign key” relationship.

Table-Tuple list. Table-Tuple list is an array of (Table name, Tuple) pairs.
In the progress of scanning basic Table, if the tuple contains one term of the
keywords, record the Table name and this tuple, they form a (Table name,
Tuple) pair, then update the Table-Tuple list, the update way is divided into
two situations: 1. If the Table-Tuple list has not been constructed, make the
(Table name, Tuple) pair to be the first element of the Table-Tuple list. 2. If
the Table name in (Table name, Tuple) pair has already existed in Table-Tuple
list, add (Table name, Tuple) pair to the list. In the progress of scanning foreign
Table, every tuple in foreign table will form (Table name, Tuple) pair, and all of
them will be added to the Table-Tuple list.

Tuple-Tree. Tuple-Tree is generated according to Answer-Graph, its abstract
logical structure is similar to Answer-Graph, but its elements are not Table
names but are some tuples coming from different Tables[9]. It detailed definitions
are as follows:

1) If a node in Tuple-Tree are one of tuples in basic Table, it contains one or
more terms of the keywords.

2) There is no reduplicate tuple in the Tuple-Tree.

Schema-Terms. Terms that same to the names of database, or the names
of Table and attributes, we call these terms “Schema-Term”. In the database
showed in Figure 1, if terms are “Author”, “Paper”, “Name” and so on, they are
Schema-Terms, they are rare in Tables, so when we consider them, their weights
are thought to be very low even equal to zero. But it is not appropriate for the
reason that these words implicitly shows that the query is inclined to get some
Tables’ information or some attributes.
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Redundant-Terms. In this paper, we have also taken a special case into ac-
count: There are a sort of special terms in keywords and Tuple-Trees, such “The”,
“by”, “and”, they are indispensable, but they do not have any real meaning but
their occurrence frequencies is very high.

Instance. In this part, we use an instance to illustrate these system models,
when a user submit “Sigmod MengWeiYi” as keywords to system, at the very
start, system analysis keywords to realize that there are two terms in keywords.
And then the system will scan the database , Table Author is in possession
of the tuples contains the terms “MengWeiYi” Table Paper owns the tuples
contains “Sigmod”. As a result, the system will generate two sets: Paper and
Author as the Answer-Graphs. Both of them are the names of basic Tables who
are in possession of one or more terms of keywords. The objects which should
be analysised recursively by the system are these sets contains Table names,
the analysis process will be ended until the number of sets to be analysised is
limited to one. So the system will analysis sets {Paper} and {Author}. For the
reason that Table Paper and Table Author have common foreign Table Write,
the system generate a new set {Paper, Paper-Author, Table} as another
Answer-Graph. Now the system will be ready to generate Answer-Graph that
the elements may be reduplicate for the reason that the Tuple-Trees’ information
should originate from same table sometimes. The system combines the existing
sets {Paper} and {Paper, Write, Author} to get a new set {Paper, Write,
Author, Paper}. Because the Table Paper and Table Author have common
foreign Table Write, the system add element “Write” into this set and reorder
the elements of this set in order to make sure that every adjacent elements own
a “Primary key-Foreign key” relationship. As a result the newly generated set
is {Paper, Write, Author, Write, Paper}. In this way we can also get
another new set {Author, Write, Paper, Write, Author} by combining set
{Author} and {Paper, Write, Author}. These two sets are owns the same
elements so they are in the same on earth. So our system will make a random
choice as a new set from these same sets. Finally our system will generate four
Answer-Graphs. These Four Answer-Graphs are shown in Figure 2.

Fig. 2. Four Answer-Graphs

We can get the Answer-Graphs and corresponding Table-Tuple lists at the
same time, the three corresponding Table-Tuple lists are illustrated in Figure 4.
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In scanning Tuple-Name lists, we can get corresponding tuples, the next work
is join them according “Primary key-Foreign key” relationship, the Tuple-Trees
are as follows:

Tree1: 32 MengWeiYi
Tree2: Sigmod20071 DataStreams
Tree3: 32 MengWeiYi 32Sigmod20071 Sigmod20071 DataStreams
Tree4: 32 MengWeiYi 32 Sigmod20071 Sigmod20071 DataStreams

59 Sigmod20071 59 ElementYu

We will return them to users after ranking them.

4 Algorithms and Ranking-Model

Our keyword search system in relational database owns two core algorithms:
The first one is the algorithm of generating Answer-Graph; The second one is
Analysising the Answer-Graph and then generating Tuple-Tree. Both of them
are in the Query-processing module. We will discuss two algorithms in detail.

4.1 Generate Answer-Graph

The idea of this algorithm is scanning the database at first to get Table-Tuple
list and initial Answer-Graphs. These initial Answer-Graphs are a serial of Table
name sets, each sets contain only one basic Table name. And then analysis these
basic Table names, check every pair of them, if they have common foreign Table
according to Schema-Graph, create a new set, add them and their common foreign
Table name to this set. These newly constructed sets are the object we analysis
in the next recursive time and we update Answer-Graph at once. In the next re-
cursive time, we check these sets again, if the elements of a pair of sets have com-
mon foreign Table, combine these two sets into one to form a new set again. After
generating the sets owns no reduplicate elements, we generated new sets contains
reduplicate elements by combining existing sets and the size of the new set are
limited to the twice of the number of the Tables in database. This function will
recursively use this algorithm till the number of newly constructed sets which will
be analysised is limited to one. The algorithm is illustrated in Figure 3.

4.2 Generate Tuple-Tree

The input of this algorithm is the initial Answer-Graph, the elements of them is
out of order. That is to say, every two Table in the initial Answer-Graph may
have no relationship according to Schema-Graph, So if the size of Answer-Graph
is larger than 2, we will convert the order of the elements in Answer-Graph with
depth-first traversal of Schema-Graph so as to make the every adjacent elements
have a “Primary key-Foreign key” relationship. In this way, it is much easier
to generate Tuple-Tree by joining tuples together and the times of Scanning
table and Table-Tuple list can be greatly reduced.The algorithm is illustrated in
Figure 4.
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Fig. 3. Generate Answer-Graph Fig. 4. Generate Tuple-Tree

4.3 Ranking-Model

Our Ranking-Model. As the Ranking-Model in information retrieval is rel-
atively mature, we try to draw the ideas from Ranking-Model in information
retrieval.

We use classic vector space mode in IR[8] and compare each Tuple-Tree re-
turned by our algorithms with the document returned as answer in information
retrieval, so the formulas which compute similarity between keywords and Tuple-
Tree are as follows[5]:

Weight(Q, T ) =
∑

Weight(k, Q) ∗Weight(k, T ) (1)

Weight(k, T ) =
∑ Weight(Ti)

Nsize(T )
(2)

Nsize(T ) = 1− s + s ∗ size(T )
avgsize

(3)

ntf = 1 + ln(1 + (tf)) (4)

itrf = ln(
N

1 + trf
) (5)

ntrf = (1− s) + s ∗ (
s ∗ trl

avgtrl
) (6)

Term frequency(tf): refers to the frequency that a term appears in the Tuple-
Tree. As we know, the more times a term appears in the Tuple-Tree, the larger
weight it should own. But if a Tuple-Tree has a large scale of tuples, some
term may appear in it so many times, the weight of this term may at a linear
increase, the system will be bias at only returning large-scale Tuple-Tree only,
that is not appreciate enough to return effective results. So we should have the
Term frequency(tf) normalized.
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Tree frequency(trf): refers to the number that the Tuple-Tree which contains
a term of keywords in a collection. The greater of the Tree frequency(trf), the
lower weight of the corresponding term. So when we compute the weight of a
term, we consider the Tree frequency(trf) of the term as the divisor.

Tree length(trl): refers to the number of terms that in a Tuple-Tree. We con-
front the same problem when we calculate it as we calculate the Term fre-
quency(tf) that a large-scale Tuple-Tree may has too many terms, and the Tree
length(trl) calculated according to this type of tree is not appreciate either. We
should normalize it according the formula (6). The avgtrl is the average value of
the Tree length(trl)s of all the terms in keywords. The value of s is 0.2.

Ranking-Criteria. We should choose a scientific and rational Ranking-Criteria
to test the effectiveness of the results returned to users and we use recall and
precision and the combination of them-RP-measure, it is a classical way in in-
formation retrieval the formulas are as follows[10]:

P = Precision = (
relevantretrieved

retrieved
) (7)

R = Recall = (
relevantretrieved

all
) (8)

result =
2 ∗ P ∗R

P + R
(9)

We set a threshold A=1.5, only if the result of a Tuple-Tree calculated in formula
(11) is larger than A, we consider this Tuple-Tree as an relevant result.

5 Experiments

5.1 Experiments Configuration

The experiment is on the study of algorithm simulation, so we choose file system
to simulate database, the data source we choose is DBLP database owns 400000
tuples, we download it from http://dblp.uni-trier.de and the data format of this
database is XML, we convert the data format into a novel format that our system
can copy with. Our experiment is implemented in C++ and run on a PC with
AMD athlonX2 CPU and 2GB ram.

5.2 Experiment Results and Analysis

First of all the system generate 50 lines of keywords in a random, and then query
the DBLP database with these keywords. There are 5 DBLP databases to be
test by our system and their size are ranging from 200K to 1500K.The default
semantic supported by system is Or, the keywords are considered to be term1
OR term2 OR term3......

Experiment 1: This experiment test the influence that the system does with
Schema-Terms additionally, we also calculate the average effectiveness of the
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results returned by 10 lines of keywords tested on 5 DBLP databases, the results
are illustrated in Figure 5.

After adding Schema-Term processing function to system, the weight of Tuple-
Tree that contains Schema-Graph will be higher than before, and they will be
more likely returned to users.

Experiment 2: This experiment test the influence that the system do with
Redundant-Terms additionally, we also calculate the average value of results’
effectiveness returned by 10 lines of keywords tested on 5 DBLP databases, the
results are illustrated in Figure 6.

Fig. 5. Results’ effectiveness based on different Schema-Term processing

Fig. 6. Results’ effectiveness based on different Redundant-Term processing

These results show that when there is no Redundant-Terms in query, the
Redundant-Term processing takes no effect. But if there is any Redundant-Terms
in the keywords, the improvement is very apparent, because the Tuple-Tree with
large scale may have too many Redundant-Terms.

In the experiment, we have encountered two problems: 1. The Ranking-Model
is not mature enough to some extent, sometimes the returned results are still
useless, and the effectiveness is at a low level. We think that we should design
novel Ranking-Model. 2. There are many phrases in the keywords that users
submit, we will focus on how to identify these phrases in keywords and Tuple-
Trees, and add phrase processing module to the system in order to improve the
effectiveness of the results.

6 Conclusions

It is a attempt for us to propose a novel search algorithm not only take the advan-
tage of sets’ convenience but also own the logical structure of directed graph in
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that the Schema-Graph can help with adjusting the order of the elements in sets.
So there is a good balance between effectiveness and efficiency of our algorithm.
After adding special case processing module such as Schema-Term processing
and Redundant-Term processing, when query in the database with a large scale,
the answer will be much more effective than before. But our algorithm is still
immature, we will focus on the study of designing novel Ranking-Model, adding
phrase processing algorithm and Pseudo Relevance Feedback module to filter
the answer again to return best top-k answers to users.
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Abstract. Keeping composite services satisfying desired properties has been 
widely accepted as an important and challenging problem due to the dynami-
cally evolving attribute of web service compositions. Runtime monitoring and 
dynamic verification techniques become first class activities to be performed 
during the execution of web service compositions. Scenario-based temporal 
properties depicting the complex interactions among the different services are a 
kind of important property which needs to be monitored at runtime. However, 
some complex scenario-based temporal properties cannot be easily represented 
by the traditional formalism such as temporal logic. In this paper, we first pro-
pose to represent the scenario-based temporal properties of web service compo-
sitions by the use of a novel notation (Property Sequence Chart). Then, we use 
Aspect-Oriented Programming techniques to extend the open-source BPEL en-
gine (ActiveBPEL) and monitor its execution. Based on these assumptions, we 
propose a more intuitive approach to monitor the scenario-based temporal prop-
erties in web service compositions. 

Keywords: Web service, Web service compositions, Runtime monitoring, 
Property Sequence Chart. 

1   Introduction 

One key attribute of web service is that it can support rapid, low-cost and easy com-
position of distributed applications even in heterogeneous environments [1]. How-
ever, keeping composite services satisfying desired properties has been widely  
accepted as an important and challenging problem due to the dynamically evolving 
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attribute of web service compositions. One main cause of the dynamic attribute is that 
composite services are finished at runtime. Even if they are verified for correctness 
before runtime, composite services may not hold at runtime. For example, they are 
autonomously developed by third-party developers, and can be changed for reasons 
such as version update without notifying service requestors. 

Therefore, using traditional static validation and verification techniques, such as 
testing and model checking, can be not enough to keep the correctness of web service 
compositions. Runtime monitoring and dynamic verification techniques become first 
class activities to be performed during the execution of web service compositions. 
Runtime monitoring consists of collecting data about a monitored service and check-
ing whether these data conform to expected properties; it can complement traditional 
static verification techniques to improve the quality of web service. 

In this paper, we consider web service compositions as BPEL [3] specification and 
use Aspect-Oriented Programming [4] techniques to extend the open-source BPEL 
engine (ActiveBPEL [5]), and then monitor its execution. The properties of web ser-
vice compositions can be of various nature (e.g., security, reliability, performance, 
usability and others). When many different services are composed, the scenarios may 
be very complex and there are some potential errors among interactions. It will be 
worse when concurrent clients invoke the same service. Therefore, this paper moni-
tors the scenario-based temporal properties identifying how BPEL processes and their 
partners are supposed to interact in order to satisfy predefined properties. 

The rest of the paper is organized as follows: Section 2 presents the VOS example 
to motivate the paper. Section 3 shows how to use a novel scenario-based language 
Property Sequence Chart (PSC) [6, 7] to represent properties. Section 4 describes the 
framework for runtime monitoring of scenario-based temporal properties of web ser-
vice compositions. Section 5 provides a description of related work and concludes the 
paper. 

2   A Motivation Example 

The Virtual Online Shop (VOS) is a composite service that composes a Bank service 
and a Shop service to provide a combination of sell and payment service [2]. The 
VOS becomes active upon a request for an item ([RECEIVE]itemRequest). Then, the 
VOS interacts with a Store to find the corresponding item ([INVOKE]findItem). If 
 the requested item is not available, the Client is informed about ([IN-
VOKE]notAvailable) and the process terminates. Otherwise, the VOS sends an offer 
with a cost to the the Client ([INVOKE]offerCost), then, it stops and waits for either a 
positive reply from Client ([ON MESSAGE]getOrdererData), or a negative response 
([ON MESSAGE]-offerNack). The Client can also ask for another offer ([ON MES-
SAGE]offerChange). If he accepts the offer, VOS will pick [ON MES-
SAGE]getOrdererData from the Client and will start to interact with the Bank. VOS 
first sends [INVOKE]startPayment to the Bank, and then the Bank will reply with 
positive acknowledgement or negative one, i.e. [ON MESSAGE]startPaymentAck or 
[ON MESSAGE]startPaymentNack. If the response is positive, it means that the bank 
account information for the Client is correct and the VOS can do the payment ([IN-
VOKE]cofirmPayment). If the money in the account is not enough, the VOS can also 
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cancel the payment via [INVOKE] cancelPayment. If the payment is successful ([ON 
MESSAGE]confirmPaymentAck), the Client is notified with an acknowledgement 
([INVOKE]getOrdererDataAck), otherwise, if the payment fails ([ON MES-
SAGE]confirmPaymentNack), a refusal message ([INVOKE]getOrdererDataNack) is 
sent to Client. 

After critically analyzing the BPEL process, we can identify four different sce-
nario-based temporal properties according to the BPEL process described above. 

Prop1: When receiving the item request from a Client, the VOS must immediately 
interact with the Store service to find whether or not the item is available. Then, if the 
VOS makes an offers cost to the Client, he must send getOrdererData to the VOS on 
the condition that he neither sends message offerNack nor sends message offerChange 
to the VOS. 

Prop2: When sending getOrdererData message to the VOS, the Client will receive 
getOrdererDataAck unless the following events are exchanged first: the VOS sends 
startPayment to the Bank, and the Bank replies with statPaymentAck. Then, the VOS 
begins to send confirmPayment to the Bank, and the Bank replies with confirmPay-
mentAck. 

Prop3: After receiving the getOrdererData message, the VOS invokes the Bank 
service with message startPayment, and the Bank responses with startPaymentNack. 
In this case, if the VOS still invokes cofirmPayment, an exception will happen.  

Prop4: Two Clients can interact with the VOS concurrently. If itemRequest(item1) 
happens before itemRequest(item2), the response to itemRequest(item1) must happen 
before the response to itemRequest(item2). 

Prop1, Prop2 and Prop3 deal with one Client interacting with the VOS. Prop4 is 
an example of properties on two Clients interacting with the VOS concurrently. Tra-
ditional monitoring approaches based on temporal logic need to use temporal logic to 
represent these properties and translate them into automata. The main monitoring idea 
is to judge whether the current execution is the input language of the automata. How-
ever, it is a difficult task to accurately and correctly express these temporal properties 
in temporal logic. For instance, a Linear Temporal Logic (LTL) formula representing 
Prop4 is shown as follows: 

[ ] (([RECEIVE]itemRequest(item1) & !([INVOKE]offCost(item1)⊕[INVOKE]notAvailable(item1)) U 
([RECEIVE]itemRequest(item2) -> <> (([INVOKE]offCost(item1)⊕[INVOKE]notAvailable(item1)) & 

<> ([INVOKE]offCost(item2)⊕ [INVOKE]notAvailable(item2)))). 
Where [ ], <> and U are the temporal operators which mean Globally, Eventually and Until respec-

tively, and a⊕b = (a & !b) || (!a & b) means that either a happens or b happens. 

The LTL formula is not easily understandable and even more difficult to write cor-
rectly without some special experiences. In the next section, we will propose a more 
intuitive and closer to natural language description approach to represent these prop-
erties, and propose a more intuitive way to monitor these properties. 

3   Using PSC to Represent the Scenario-Based Temporal 
Properties of Web Service Compositions 

PSC is an extended graphical notation of a subset of UML 2.0 Sequence Diagrams, 
which is originally used for specifying the interaction between collections of component 
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instances that execute concurrently [6,7]. There are three types of messages: Regular, 
Required and Fail. Regular messages (labeled with e:msg name) constitute the precon-
dition for a desired (or an undesired) interaction. Required messages (labeled with r:msg 
name) must be exchanged by the system and are used to express mandatory interactions. 
Fail messages (labeled with f:msg name) should never be exchanged and are used to 
express undesired interactions. A strict operator is used to explicitly specify a strict 
ordering between a pair of messages. A loose ordering, instead, assumes any other mes-
sages can occur between the selected ones. Constraints are introduced to define the 
restrictions on what can happen between the messages containing the constraints and its 
predecessor or successor. Constraints are classified into three kinds: past constraints, 
present constraints, and future constraints. Past constraints and future constraints can be 
both chain and Boolean formulae. In contrast, present constraints can be only Boolean 
formulae. Boolean formulae constraints are a Boolean expression of messages while 
chain constraints are a sequence of messages. PSC also uses the parallel, loop, simulta-
neous, and complement operators for specifying parallel merge (i.e., interleaving), itera-
tion, simultaneity and complementary (i.e., all possible messages but a specified one), 
respectively. The expressiveness of PSC is measured by property specification patterns.  

e:[INVOKE]getOrdererDataAck

C1= (Vos.[INVOKE]startPayment(cost,scc_data).Bank,
       Bank.startPaymentAck.Vos,
       Vos.[INVOKE]confirmPayment.Bank,
       Bank.confirmPaymentAck.Vos)

C1

e:[ON MESSAGE]getOrdererData

Client VOS

e:[INVOKE]offerCost

B=Client.!offerNack.Vos && Client. !offerChange.Vos

r:[ON MESSAGE]getOrdererData

Store

e:[RECEIVE]itemRequest

VOSClient

r:[INVOKE]findItem

Client VOS

e:[ON MESSAGE]getOrdererData

Bank

e:[INVOKE]startPayment

e:[ON MESSAGE]startPaymentNack

f:[INVOKE]confirmPayment

Client1 Client2

e:[RECEIVE]itemRequest(item1)

VOS

e:[INVOKE]offCost(item2)/e:[INVOKE]notAvailable(item2)

e:[RECEIVE]itemRequest(item2)

C2
C2=(VOS.[INVOKE]offCost(item1).Client1 &
VOS.![INVOKE]notAvailable(item1).Client1) ||
(VOS.[INVOKE]notAvailable(item1).Client1 &
VOS.![INVOKE]offCost(item1).Client1)

(a) Prop1 (b) Prop2

(c) Prop3
(d) Prop4

B

  

Fig. 1. The PSC representations of four different properties 

PSC can be used to model the interactions among BPEL process and its partners. 
BPEL process is modeled by an instance, and all the partners involved in the interactions 
in the BPEL process are also modeled as other instances. The interaction properties be-
tween BPEL process and its partners are represented by PSC. The four properties in 
Section 2, represented by PSC, are shown in Figure 1. (a), (b), (c) and (d) respectively. 
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There is a present constraint of [ON MESSAGE]getOrdererData in Prop1, and a past 
chain constraint of message [INVOKE]getOrdererDataAck in Prop2. There is an error 
message [INVOKE]confirmPayment in Prop3. There is a past Boolean constraint in 
Prop4, which means C2 must hold before message [INVOKE]off-Cost(item2) or [IN-
VOKE]notAvailable(item2) happens. While the LTL formulas are not easily understand-
able, the same property expressed in the PSC formalism (Figure 1) appears more intuitive 
and closer to the natural language description. 

4   The Runtime Monitoring Framework 

In this section, we propose a framework to monitor these properties in web service 
compositions. A similar method is used in [14] to validate the properties for dynamic 
component-based system. The architecture of the framework is based on the dynamic 
aspectization of the open-source BPEL engine. ActiveBPEL is instrumented using the 
Aspect Oriented Programming language (AOP) as AspectJ[8]. In this way, we can 
add monitoring facilities into an existing application without affecting its execution 
logic. We can keep business logic and monitoring logic separate, and good code 
modularization. Our runtime monitoring framework is composed of Extended BPEL 
engine with Interceptor, Property Database, Observer, and Analyzer.  

Our approach uses AOP technique to extend AcitveBPEL engine with Intercep-
tor. Obviously, Interceptor which is the core component in our framework allows for 
defining monitor-related pointcuts and advices in AspectJ. Our approach can define 
pointcuts for the following events of the engine: Engine start or stop, BPEL process 
construction or destruction, and key activities of BPEL process such as invoke, re-
ceive, and reply. For example, in order to monitor the whole activities exchanged by 
the composite service VOS, we can define the following aspect in AspectJ to record 
the activities in a log file. 

public aspect AOP_Log {pointcut log_virtualonlineshopInterface():execution(*  
VirtualOnlineShop..*(..)); 
before ():log_virtualonlineshopInterface () { Signature s=thisJoinPoint.getSignature(); 

LogFile.println(“[Monitor  LOG] Entering:  “+s.toString());   } 
after ():log_virtualonlineshopInterface () { Signature s=thisJoinPointStaticPart.getSignature(); 

LogFile.println(“[Monitor  LOG] Exiting: “+s.toString()); } } 

The above code shows how to record each activity before it begins or after it has been 
finished (through before () and after ()). Some activities, such as invoke, have input 
and output parameters, so we need to monitor it before it begins and after it has been 
finished.   

The first message of each predefined property represented by PSC is identified. 
Then, four different functions of the first message are defined, i.e. Constraint, 
NextCorrect, NextFail, and NextIgnore. These functions will be used by the Analyzer. 
The messages constrained by the present constraints are contained in a Constraint 
function; the next expected messages are contained in NextCorrect according to the 
PSC; the next unexpected messages are contained in NextFail; the next ignored mes-
sages are contained in NextIgnore. The four functions of each occurred message in 
PSC can be counted iteratively, and are placed into a Property Database. 

Our general assumption is that a is the current message in PSC and b is the next 
message in PSC, and C is the Constraint of a. If C is not empty, we need to record it 
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in a message set, which will be used by the Analyzer in the future. The other three 
different functions can be explained according to the following four different condi-
tions. Condition 1 means that the timeline is loose and the type of message is regular 
or required. Since b is the next correct message in PSC, the NextCorrect(a) is {b}. 
Because the timeline is loose and permits any other messages exchanged before it, the 
NextFail(a) is empty, and the NextIgnore(a) is the complement of b, i.e.{!b}. Condi-
tion 2 means that timeline is loose and the type of message is fail. Since b has a loose 
timeline, the NextFail(a) is {b} and the NextIgnore(a) is {!b}. Condition 3 means that 
the timeline is strict and the type of message is regular or required. If correct message 
b does not happen, the system will raise an error, i.e. the NextFail(a) is {!b}. Condi-
tion 4 means the timeline is strict and the type of message is fail. If b is exchanged in 
the next time, the system will raise an error and all other messages are correct. Note 
that there are some differences between Condition2 and Condition4. If other messages 
are exchanged between a and b on Condition2, the system will also raise an error after 
b happens in the future because the timeline is loose. In other words, it means the 
error can be delayed. Therefore, the NextCorrect(a) is empty and the NextIgnore(a) is 
{!b}. If other messages are exchanged between a and b on Condition4, the system will 
not raise an error after b happens for the strict timeline. It means the error cannot be 
delayed. So the NextCorrect(a) is {!b} and the NextIgnore(a) is empty. 

 

Table 1. The four different functions of the corresponding properties 

Prop1
Prop2

Prop4
Prop3

 

Table 1 shows four different functions for the properties of the VOS example. The 
first to third messages in Prop1 have no constraints, so the constraint function is 
empty. Then, we need to count the other functions. For the first message, the next 
message of first message ([RECEIVE]itemRequest) has a strict timeline and is re-
quired, so we can count it according to Condition3. The second and third message can 
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be done in similar way. Concerning the last message, it has a present Boolean con-
straint, so we need to record the Boolean expression in function Constraint which will 
be used in the analyzing process. The other three functions of the last message are all 
empty. Finally, the four functions of messages in Prop1 are counted. The functions 
for other properties can be counted in the same way. 

The Observer component collects the runtime data from the Interceptor. Then, the 
Observer deals with the collected information and represents them as an easy format 
which can be recognized by the Analyzer component. Because all the activities of our 
example just have input parameters, these activities can be intercepted when they 
begin. One possible execution sequence of the VOS can be observed in Sequence1. 
Then, if two Clients invoke the VOS service concurrently, a possible execution trace 
can be monitored in Sequence2. 

 
On receiving the information from the Observer, the Analyzer must be able to 

verify at runtime whether a property has been satisfied or not. Figure 2.a presents 
the two detailed implement algorithms for the Analyzer. Some variables must be 
defined first. I is a set of intercepted messages; P is one of the predefined properties 
which also consists of messages; P.created represents whether the Analyzer is cre-
ated or not; Next function is designed to find the next message in I or P; currentI 
and nextI represent the current and next message in I respectively; currentP repre-
sents the current checked message in P. The two algorithms will use the four differ-
ent functions, i.e. NextCorrect, NextFail, NextIgnore and Constraint of P defined 
before. Lines 1-2 initialize currentP and currentI. Lines 3-5 search the intercepted 
messages and map them to the first message of P. If an intercepted message equals 
the first message of P, a corresponding Analyzer is created, which is shown in lines 
6-7. Line 8 visits the next message in I. Lines 9-30 deal with the validation process 
of judging whether or not the intercepted messages satisfy currentP. Lines 10-14 
mean that the Analyzer will raise an error on condition that Constraint(currentP) is 
not empty and the result of constraint checking is false. In lines 15-29, the Analyzer 
will check the three next function of currentP on condition that Con-
straint(currentP) is empty or the result of constraint checking is true. If nextI be-
longs to NextCorrect function of currentP, the Analyzer goes to the next message 
of currentI and the next message of currentP. If nextI belongs to NextIngore of 
currentP, the Analyzer just goes to the next message of currentI. If nextI belongs to 
NextError(currentI), an error will be raised to explain which message violates P. 
When currentI is empty and the next message to be checked in P is required, the 
Analyzer will raise an error, which is shown in lines 32-35. In other cases, when 
either currentP or currentI is empty, the execution will satisfy P, which is shown in 
lines 36-37. Figure 2.b shows the checking constraint algorithm. Constraint(m) has 
time property to show whether it is present, past or future. Lines 1-5 show the  
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present condition, which check whether the messages exchanged at the same time 
satisfy the constraints. Lines 7-19 deal with the past condition, while lines 8-11 
show the condition of Boolean constraints and lines 12-17 show chain constraints. 
Lines 21-33 deal with future constraints and are also divided into Boolean con-
straints and chain constraints. We assume that the time complexity of Analyzing 
algorithm is denoted as T(A) and the time complexity of Checking algorithm is 
denoted as T(C). The time complexity of two algorithms has the following relation-
ship:T(A)=O(k)+O(k+j)*T(C). Where k is the number of messages in I, j is the 
number of messages in P. Concerning Checking algorithm, the worst condition is to 
judge whether or not the chain event is a substring of I. There are existing algo-
rithms, such as KMP algorithm, to solve the problem, and the time complexity is  

 

 
(a)                                  (b) 

Fig. 2. The two detailed implement algorithms of the Analyzer 
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O(k+a), where a is the maximum number of messages in the chain. So 
T(B)=O(b(k+a)), where b is the number of chains in the property. Therefore, 
T(A)=O(k)+O(k+j)*O(b(k+a)). Generally, a and b is very smaller than k, so T(A) is 
about O(k(k+j)). 

Sequence1 can be checked against Prop1 according to our presented approach. 
The first message in Sequence1 is [RECEIVE]itemRequest which equals the first 
message of Prop1. Thus, a Property Analyzer for Prop1 is created. Then, the Ana-
lyzer intercepts the second message [INVOKE]findItem which belongs to NextCor-
rect([RECEIVE]itemRequest), so this message is true, and the checking process will 
go to the next step. When message [INVOKE]offerCost is intercepted, it belongs to 
NextCorrect([INVOKE]findItem) and is true also. Then, the next message is [ON 
MESSAGE]getOrdererData, which belongs to NextCorrect([INVOKE]offerCost), and 
is also true. The last message has a present Boolean constraint, so the Analyzer 
needs to check whether the current messages satisfy Constraint([ON MESSAGE]get-
OrdererData), and the result is true. Then, there is no next message in Prop1. 
Therefore, Prop1 has been validated for correctness against the current execution. 
Finally, the Analyzer sends positive result to users and closes. Prop2 and Prop3 
can be validated similar to Prop1, and results show that they still hold for  
Sequence1. 

Sequence2 is validated against Prop4. The first message is [RECEIVE]item-
Request(item1) which equals the first message of Prop4, and a Analyzer for Prop4 is 
created. When the second message [RECEIVE]itemRequest(item2) is detected, it 
belongs to NextCorrect([RECEIVE]itemRequest(item1)) and is correct. Then [INVOKE]-
findItem(item1) and [INVOKE]findItem(item2) are ignored because they belong to the 
NextIgnore([RECEIVE]itemRequest(item2)) function. Finally, message [INVOKE]-
offerCost(item2) is detected, and there is a Past Boolean constraint which needs either 
[INVOKE]offerCost(item1) or [INVOKE]notAvailable(item1) happens before [INVOKE]-
offerCost(item2). After checking the messages exchanged, we conclude that it is not 
the case. So Prop4 does not hold for Sequence2, and the error information will be 
notified users of future analyzing. 

5   Conclusions and Related Works 

In this paper, we have presented a more intuitive approach to the problem of monitor-
ing web service compositions described as BPEL processes based on the integration 
of constraint checking into aspect-oriented programming paradigm.  

There are some works related to runtime monitoring of web service compositions 
in literatures. In [10, 11], an assertion monitor that annotates BPEL codes is proposed. 
Annotated BPEL processes are automatically translated to monitored processes, and 
BPEL processes that interleave the business processes with the monitor functional-
ities. The work in [9] proposes a framework to monitor and validate web service in-
teraction. However, it focuses on web service compositions based on OWL-S and the 
properties are represented by an extension of Property Specification Pattern (PSP). 
Barbon et al. in [2] propose an approach sharing us with the same idea to modify 
ActiveBPEL engine for monitoring purpose. However, they just extend it by adding 
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new modules, and they propose a new property language: RunTime Monitor specifi-
cation Language (RTML). The work described in [12] provides a framework for 
monitoring behavioral properties and assumptions expressed in the event calculus. 
The properties are verified against the collected data by the use of variants of integ-
rity-checking techniques in temporal deductive databases. Banculli et al. in [13] pro-
pose an approach to monitor conversational web service compositions based on AOP 
technique to extend ActiveBPEL engine by the use of algebraic specification to repre-
sent properties, and some complex rewrite rules will be used at runtime to validate 
these properties.  

However, note that the potential users of the monitor approach are developers of 
composite services. These users have no special knowledge of logic or other formal-
ism. It is very difficult for them to manually write the formalism accurately and cor-
rectly. Therefore, the main difference to other approaches is that our approach  
provides a complete graphical front-end for these users that do not have to deal with 
any particular textual and logical formalism. Moreover, PSC can represent some 
complex chain properties, directly reason on previous time in web service composi-
tions, which is not easy for other formalism to directly describe. 

In the future, we will plan to extend PSC with time constructs to monitor the timed 
properties and have obtained some primary results[15]. We will also consider extend-
ing the framework with techniques that allow for helping users to analyze the result 
provided by monitors and the automated failure-handling techniques for errors.  
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Abstract. For providing seamless and secure multimedia service in
Wireless network, the protocol needs, efficient design, security and re-
duction in authentication time when a mobile user move to an other
domain (Foreign domain). This paper presents an authentication and
authorization infrastructure based on AAA (Authentication, Authoriza-
tion, and Accounting) to minimize the authentication delay when mobile
users move between different domains in wireless networks. In this pa-
per, an AAAH (Home network) and SCC(Security Contest Controller)
hierarchy infrastructure were used. A mobile user stores information of
SCCs in which the mobile user has been visited. For re-authentication,
a mobile user sends the service request and information to the new SCC
and it finds the shortest path. Then the new SCC gets security context
from the shortest path.

Keywords: AAA, SCC, Mobile network, Security, Seamless.

1 Introduction

For providing seamless access service, it is a challenge to design, the efficient
authentication, authorization and accounting (AAA) protocol for mobile users
in a wireless network [1,2]. In AAA, accounting issues are not as time-critical as
authentication and authorization, so this paper does not edal with accounting
in this paper. The IETF AAA Working Group presented several protocols for a
general model: AAA. But these are not applicable to the next generation wireless
infrastructure.

In a wireless network, there are potential delays when each time the mobile
users get access to a AP(Access Point). Potential delays include three difference
kinds of delays:

– First, computational delay that each authentication message requires for
generating of keys or the computation of crypt-algorithms.

– Second, media access delay, because of messages sent by other NIC(Network
Interface Cards).
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– Third, authentication exchange delay, because of the long distance between
an AP and AAA center.

Computation delay depends on the power station or a variety of crypt algorithms
[3], and media access delay depends on the media channel [4]. About authenti-
cation exchange delay, it takes 22ms to 25ms to authenticate a single user with
a challenge-MD5 algorithm and the RTT(Round Trip Time) is 10ms, it takes
42ms to 45ms for the total authentication procedure for a 4-way handshake [5].

For providing seamless service in a wireless network, each potential delay
needs to be reduced. If, the authentication exchange delay occurs a significant
amount of delay is due to a proportional long distance.

Usually, the AAA server in the user’s home network(AAAH) stores informa-
tion for verifying the identity of the user. When a user moves from their home
network to a foreign network, a user contact the foreign AAA agent(AAAF) and
send a service request. To respond to the service request, the AAAF ask the
AAAH of the user and the AAAH delivers the challenge information if the user
is valid.

For reducing authentication exchange delay, in Kim et’al [5] presented a new
AAA authentication mechanism. In this mechanism, the AAAH can delegate an
AAA broker to authenticate an mobile user. An AAA broker will be called a
security context controller(SCC) hereafter, because the AAA broker stores and
controls the security context. It’s purpose will be described in detail in the next
section.

Most of the proposed authentication protocols for reducing authentication
exchange delay either management the SCC to locate appropriate an place or
to find the SCC to get some security contexts. But in this paper scheme, the
mobile user stores information, which include the SCC ID and date. When the
mobile users send the service request, they send the information, too. Then the
SCC can find the shortest path which can authenticate the mobile user.

The rest of the paper is organized as follow. Section 2 presents the AAA
authentication mechanism and some of the extended AAA authentication mech-
anism. In section 3 presents a novel authentication architecture. Section 4 anal-
ysis the efficient of proposed authentication and authorization architecture by
counting the number of the exchange messages. Finally, conclusions are offered
we concludes the paper in section 6.

2 Related Work

In this section, the AAA authentication mechanism is introduced and the review
few authentication mechanisms which have been proposed earlier are reviewed.

2.1 Authenticaiton and Authorization Architecture

In Kim et’al [5], proposed, a three-layer AAA authentication mechanism com-
posed of the AAA server, the SCC, and AAA client.
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– The AAA server service as an authentication center. It manages the database
of all the user’s information such as IDs, secret keys and corresponding al-
lowed resources. It generates a set of AV(Authentication Vector) pairs and
may authenticate users with them.

– The SCC is like an auxiliary AAA server. It can’t generate the AVs, but it
can store the AVs which were received from the AAA server. As in Fig.1,
the SCC can re-authenticate the mobile user.

– The AAA client is a terminal server such as NAS(Network Access Server)
or Access Point router.

In the SCC layer, SCCs can be organized hierarchically as in Figure1. In Kim
et’al. [6], researchers presented how to calculate the optimal location of such a
SCC in a hierarchically organized network in order to minimize the authentica-
tion delay.

Fig. 1. Hierarchy of AAAH and SCCs

The message flow for the authenticaiton of a mobile user using SCCs is de-
scribed in Fig.2. And the security context information is exchanged only between
the SCCs (SCCs include both AAAH and AAA broker).

However in this scheme, when a user moves from the current area to an other
area, the new SCC must be determined by the AAAH and the AAAH transfer the
security context to a new one. But in high mobility networks, the scheme needs
frequent changes of SCC by AAAH, and this procedure accounts for significant
delays. The interconnection of the authentication entities is described in Fig.2 .

The protocol issues of security context transfer is already discussed in Geor-
giades et al. [9] and Wang et al. [8]. In Wang et al. [8], when a mobile user
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Fig. 2. Authentication message exchanges

moves from a domain to a new domain, the new SCC has two options: one is to
request the security context for the AAAH. The other is to find the nearest of
SCC which still has the security context of the mobile user for authentication.
But it generates communication traffic due to the execution of a find algorithm.

In Braun et al. [7], an extension of the concept that the security context can
transfer between SSCs without the involvement of the AAAH is proposed. In
this scheme, the SCC which a mobile user visited can broadcast the presence
of the security context to its neighbors. This broadcast message contains the
following information: user ID, timestamp, SCC ID, TTL. And when the mobile
user move from SCC1 to SCC2, the SCC2 can request to SCC1 and get the
security context to easily authenticate the mobile user. This scheme certainly
reduces the authentication delay. However this scheme need additional works,
e.g SCCs must broadcast message to its neighbors and update it every interval
time.

In this paper, there is no message management of SCCs, the mobile node just
stores the ID and some information of SCCs which authenticated the mobile
user, and this is called a Visted SCC List(VSL). When a mobile user moves
domain to a new domain, the new SCC just sends a service request and the
VSL. Upon receiving the message, the SCC finds the shortest path to the SCC
from which the user can get the security context with the routing tables. So the
scheme does not generate communication traffic.

3 Efficient Authentication and Authorization
Architecture for Wireless Network

In this section, the efficient authentication and authorization architecture is pre-
sented to improve the potential delay (The potential delay means the exchange
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authentication delay). The proposed scheme is also based on peer-to-peer net-
works. In this scheme, the VSL is added in the service request message and some
computation cost for finding the short path using the VSL.

3.1 Visited SCC List

In this section, the content of the VSL as shown in Table1 and the algorithm for
management as shown Fig.3 are described.

Table 1. Notation of VSL

Notation Meaning
SID ID of SCC.
ExpD expiation date of AVs .
NAV Number of remainder AVs which can authenticate a mobile in a SCC.

Table 2. Content of update message

current SID ExpD NAV from SID

The content of update message as shown in Table2 is also explained.
Each mobile node has a VSL and update it by two cases. the one is that each

node checks the VSL by periods, and if there is SCC with expired date, then
the mobile node deletes the SCC from VSL. An other case is when the mobile
node receiving the authentication success message which includes the update
information from SCC. In this case, if the the NAV of the SCC is zero, then the
mobile node also deletes SCC in VSL, but the SCC is the new one, the mobile

Fig. 3. Algorithm of updating VSL table
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node inserts the information of the new SCC in to VSL. An example is shown
in Fig.3.

In Fig.3, in the first case, the current time exceeded the expiration time of
SCC1, the the mobile node deletes SCC1. In the second case, the mobile node
added the information of the SCC7 in to VSL.

NAV3 = NAV3 - NAV7 - current(AV) = 3 - 1 - 1 = 1.

Then the mobile node updates the NAV of SCC3 as shown in Fig.3.
The advantage of using VSL is that when a SCC receives the VSL from a

mobile node, it compares and finds the shortest path which can get the security
context.

3.2 Proposed Architecture

In this section, we present the whole process of the authentication and autho-
rization scheme are presented as shown Fig.4.

Fig. 4. Proposed Authentication Architecture

The “MN −→ AAA Client” is a mean mobile node sends a message to the
AAA client.

Step 1: MN −→ AAA client. A mobile node sends a message which includes a
service request and VSL.

Step 2: AAA client −→ SCC. AAA client sends the authentication request to
SCC. The SCC executes the searching algorithm to find the shortest
path SCC.
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Step 3: Execute the finding algorithm to find the shortest path. SCC −→ short-
est path SCC, if there is a shortest path SCC in VSL, then sends a
security context request to the short path SCC. otherwise SCC −→
AAAH, sends a security context request to AAAH.

Step 4: • the shortest path SCC −→ SCC, if the SCC receiving security con-
text request, then the shortest path SCC −→ SCC, the shortest
path SCC sends a part of the security contexts to SCC.
• otherwise AAAH −→ SCC, the AAAH sends security context to

SCC.
Step 5: SCC −→ AAA client. The SCC sends authentication challenge and up-

date information to AAA client
Step 6: AAA client −→ Mobile node. AAA client sends a user authentication

challenge and update information. Upon receiving the message mobile
node updates VSL and sends user authentication response to the AAA
client.

Step 7: AAA client −→ SCC. The AAA client sends the authentication response
to SCC.

Step 8: SCC −→ AAA client. The SCC sends authentication reply to the AAA
client.

Step 9: AAA client −→Mobile node. The AAA client sends user authentication
reply to mobile node. Then the mobile user can provide the service.

In this architecture, when the SCC receives a security context request from
a new SCC, it does not transfer completely to the new SCC. It sends a part of
the security context and keep some authentication vectors. It might helpful for
situations where the mobile node visits the area controlled by the SCC agian.
In Fig.4, a path between SCC3 and AAAH is assumed to be longer, then the
one between SCC3 and SCC5. In Figure.4, The mobile node moving sequence
scenario is from a to b and getting security context sequence scenario is from 1
to 8. A mobile node authenticated by SCC5 first time, and the SCC5 gets the
security context from the AAAH. Then the second time, the mobile user visits
the area controlled by SCC3. Upon receiving the authentication request and
VSL, the SCC3 find the shortest path SCC3 − SCC5 and SCC5 has the valid
security contexts. Then the SCC3 sends security context to SCC5 and SCC5
response to SCC3 with a part of security context.

In this paper, the communication traffic is reduced instead of increasing
the message size and some computations in SCC. A mobile node stores the
VSL table and manages it. In this paper, computation delay and consumption
of some memory is responsible for the reduction of authentication exchange
delay [5].

4 Evaluation

In this section, an evaluation of novel architecture is given. Usually, the mea-
surement of the authentication scheme is the time complexity in the procedure.
First, the decrease of communication traffics can be seen. In Fig.5, we the top
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left node is defined with coordinates(0,0) in 2D coordinate. The previous SCC
has coordinates (5,5), and the new SCC has coordinates(4,6). The two SCCs are
two hops away from each other, and the AAAH has coordinates(1,2). in Braun
et’al. [7], the new SCC meets a node with pointer information for the user’s
security context and the node has coordinates(3,4). Then the distance between
this node and new SCC is 4. The costs for retrieving the security context infor-
mation for random SCC pairs are 4 ∗ 2 = 8 and costs for getting the security
information context is 2 ∗ 2 = 4. But in this scheme, the new SCC compares
the distances between the new SCC and the previous node - it is 2, and the one
between the new SCC and the AAAH - it is 6. Then the new SCC will decide to
send the security context request to pervious SCC if it still has the valid security
context. In conclusion, this scheme reduces the communication traffic generated
by the new SCC to search where the SCC is which can get the security context,
while the new SCC executes a searching process with information of VSL. In
this example, the scheme reduces the communication cost.

Fig. 5. Grid-like organization of SCCs

Subsequently, the total exchange cost for authentication is given in equation
(1). The constant number N is the distance between a node and AAAH. Param-
eter S references the cost for a node, which is authenticated by the SCC in it’s
controlling area. H is the cost for the new SCC to get a security context from
the one hop distance of SCC, then n is the number of hops.

C = S + nH, (x < N) (1)

In this papers simulation, the AAAH in the middle of a 100 × 100 grid of
nodes was chosen. The maximum cost of authentication exchange N was set as
210 since the distance between a node and AAAH is 10 hops. Then, the S is
10 and the H is 20 roughly. Fig.6 shows the comparisons with other schemes.
And in Figure 6, |Sreq| is the message size of services request size, |V SL| is the
message size of VSL information, n is number of mobile nodes and nscc is the
number os SCCs.
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Fig. 6. The total cost of authentication exchange

As in Fig.6, it can be seen that there is no need for finding SCC algorithm in
proposed scheme, in other words cost for retrieving security context information
is reduced. Then it have an effect on the whole authentication exchange cost
significantly. But when the distance is the same with the distance between the
new SCC and AAAH, the cost is maximum. Proposed scheme is needed less
memory than Braun et al’s scheme, because the number of SCCs is small than
the number of mobile nodes. A mobile node needs memory space to store VSL
information as follow.

Total = n× l(IP ) + l(expiretime) + l(number))

where, the length of IP is 32bits, the length of expired time is 32bits and length
of number is 16bits. It is assumed that the number of nodes which a mobile node
visited is 200, then the total memory space is 18,000 (2.250 KB). So, it doesn’t
hold so much memory. Next, a comparison of the communication overhead of
the proposed architecture with other schemes. Service request message size in-
creases by adding VSL information which included the visited SCCs IP. Then,
with the same assumption, the length of service request message is increased
by as much as 0.8KB, and it can involved the one packet size. It is more effi-
ciency than finding the SCC which holds the security contexts. We expect our
scheme can give contributory to improve services quality in wireless networks
environment.

5 Conclusions

In this paper, an efficient authentication and authorization infrastructure based
on AAA used to minimize authentication delays when mobile users move between
different domain in wireless networks is presented . An AAAH (Home network)
and SCC hierarchy infrastructure was also used. Then a mobile user stores the
VSL table. For re-authentication in another domain, a mobile user sends the
service request and VSL to the new SCC and the SCC can find shortest SCC
which the user can get a security context from SCC. The simulation shows the
proposed scheme is clearly a reduction in the authentication exchange cost due
to finding the shortest path to the SCC.
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Abstract. Feature selection is a very crucial step in data mining process. It aims 
to find the most important feature subset from a given feature set without 
degradation of classifying information. As for the traditional feature selection 
method, the number of candidate feature subsets created by algorithm in an 
iterative computational way is exponential in the size of the initial attribute set. 
And relevant algorithm occupies a lot of the system resources in time and 
space. In this paper, we study and develop a novel feature selection method and 
provide its mathematic principle, which is based on the factors of attributes 
contributing to target attribute and their maximum information divergence value 
(MIDV) to select small enough feature subset and improve the classification 
accuracy. And then the extensive experiment shows that our proposed method 
is very efficient in computational performance and scalability than traditional 
methods. 

Keywords: Feature Selection, Contribution Factors, Maximum Information 
Divergence Value. 

1   Introduction 

With the developments of information technologies, all kind of systems produce and 
generate a large number of structured and semi-structured data and information. Such 
as text files, web files, and transaction data files so on. When dealing with large data 
sets, it is often the case that the information available is redundant for data mining 
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application to some extent. Consequently, the reduction of the original feature set to a 
smaller one preserving the relevant information while discarding the redundant 
information is referred to as feature selection [Vanda and Giovanni, 2006]. 

Applying feature selection to data mining application may mainly bring benefits in 
the following: a) Reducing the amount of information needed by data mining 
algorithm and computational time and space complexities. b) Learning and gaining 
compact and high quality rules from data. c) Easily and understandable expressing 
knowledge and decision rules got from the algorithms. 

This paper is organized as follows. In the section of the flow of feature selection, 
we introduction the four fundamental steps based on the experience of predecessors. 
And then we present the basic principles and deduce process of feature selection using 
the contribution factors likelihood ratio. Subsequently, the section of algorithm gives 
inputs, outputs, the flow and steps of the algorithm. Afterwards we bring out the 
experiments processing and results of the algorithm which can be applied to different 
data sets. Finally, we draw the conclusions and future works of further improvements 
about the feature selection method. 

2   The Flow of Feature Selection 

According to the work of [Langley, 1994], feature selection method is based on four 
main steps as following Fig.1. They are: 1) Generating candidate feature set. 2) 
Computing evaluation function. 3) Stopping criterion. 4) Evaluating selected feature 
subset. 

 

Fig. 1. Four main steps of feature selection method 

Firstly, generating candidate feature set is the procedure that produces candidate 
subset from initial feature set. Theoretically the number of candidate subset from a set 
of N is N2 . Therefore, it is very crucial that choosing a proper candidate will directly 
affects the efficiency of feature selection. As for selection direction, we have three 
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Validate selected feature set
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methods: one is forward method that the generation starts with an empty set, and then 
forming a novel candidate feature set by means of adding a new feature to result set at 
each iteration. By contrast, the other one is backward method that begins with the 
whole of feature set, and then at each step removes one which is not satisfied with 
predefined conditions. Alternatively, the hybrid method that is producing candidate 
feature set in forward, backward or random way. 

Then evaluation function is used to measure the quality of candidate feature subset, 
that is to say, to evaluate the classification performance of the candidate subset. 
According to different measurement method, evaluation function may be classified 
into four types: 1) Distance measurement, computing the distance among different 
feature for classification power. 2) Information measurement, calculating the quantity 
of information retained by given feature set. 3) Correlation measurement, indicating 
the capacity of the selected features to predict the value of others features. 4) 
Consistency measurement, evaluating the capacity of the selected features to separate 
the objects in different classes. 

The stopping criterion is a judgment that the selected feature is satisfied with 
predefined criterion which avoid algorithm occupying too much system resources. 

Finally, the evaluation of selected features subset is to measure the quality of 
feature selection method by means of running data mining algorithm on these feature 
subset. 

3   Feature Selection Using the Contribution Likelihood Ratio of 
Features 

For a given training set { }1 1( , ), , ( , )l lS x xω ω= L , thereinto ix is points which are from 

set nX R⊆ , at the same time, classification label iω come from set nY R⊆ . In 

addition, we use 1 2( , , , )dx x x x= L  to express d-dimensions input vectors.  

Here, we define a statistic measurement which compute the metric value of the 
attribute variable kx ( 1,2, , )k n= L contributions to the objective variable iω , It is 

contributive factor: ( , ) ( ) ( )ki k i k ic p x p x pω ω= . 

It is needed to notice that kic means a certain extent kx helps to iω . And we know the 

value of kic is 1 if kx is independent of iω , that is to say, ( , ) ( ) ( )k i k ip x p x pω ω= . 

Thus, we get the result of 1kic = . The more contributive value, the more 

distance kic is far away from constant 1. 

For binary classification, similarly, we may get contributive factor kjc which show 

boosting function of the attribute variable kx to the objective variable jω . Namely, 

( , ) ( ) ( )kj k j k jc p x p x pω ω= . 

Then we may define the likelihood ratio ijc as the ratio of contribution factors 

according to kic and kjc of attribute kx : 

ln( ) ln( ( , ) ( , )) ln( ( ) ( ))ij ki kj k i k j i jc c c p x p x p pω ω ω ω= = − . 
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And then average classifiable information ijc of class iω to class jω is: ( )ijCij E c= , 

For continuous variable, we have: 

( ) ( )[ln( ( , ) ( , )) ln( )]ij k i k i k j i jX
Cij E c p x p x p x dxω ω ω ω ω= = −∫ , 

Note that ( )k ip x ω is attribute kx ’s density function, we may extend it to combine 

density function of multi-attributes. 
Besides, for discrete variable, we have to transform computational method of ijc : 

1

( ) ( ( , ) ( ))[ln( ( , ) ( , )) ln( )]
in

ij k i i k i k j i j
k

Cij E c p x p p x p xω ω ω ω ω ω
=

= = −∑ . 

Similarly, average classifiable information ijc of class jω to class iω is: 

( ) ( )[ln( ( , ) ( , )) ln( )]ji k j k j k i j iX
Cji E c p x p x p x dxω ω ω ω ω= = −∫ . 

In the end, the information divergence value (IDV) dIDV about class iω and jω on 

attribute kx is: 

[ ( ) ( )][ln( ( , ) ( , )) ln( )]d k i k j k i k j i jX
IDV Cij Cji p x p x p x p x dxω ω ω ω ω ω= + = − −∫ , 

Here d is the number of attribute or dimension of data set. 

4   Feature Selection Algorithm 

In this part, we give the algorithm which implement feature selection using the 
likelihood ratio of contribution factors (CFLRA), the following is the description: 

Algorithm: CFLRA 
Input: the attribute set 1 2( , , , )Dx x x x= L , iif. D is maximum dimension number, 

the convergence threshold of MIDV is (0 1)ε ε< < . 

Output: the minimum attribute set *
1 2( , , , )dx x x x= L , iif. *x x⊆ and d D≤ . 

Algorithm flow: This algorithm mainly includes the following five steps: 
① Initialize parameter 1d = , and the objective attribute set * {}x = ; 

② According to the information divergence value dIDV ’s computational method 

above, we compute and get many information divergence 
value diIDV ( 1,2, , )i D= L of the different attribute ix on the condition that dimension 

is 1, that is to say, subscript 1d = . 
③ Compute the maximum of the information divergence values(MIDV): 

 max( |1 )dik IDV i D= ≤ ≤ , and we get new selected attribute set: * * { }kx x x= ∪ . 

In addition, we need to compute adjoin the two maximum information divergence 
values

1dkIDV and
2dkIDV : 

If 
1 2dk dkIDV IDV ε− < 1 2( , 1,1 )k i k i i D= = + ≤ ≤ , then the flow turn to step ⑤. 

In the other words, if d D= , then the flow turn to step ⑤ too. 
④ Then we increase dimension by 1: 1d d= + , and we repeat step ②, at the 

same time, subscript i satisfy with the condition: i k≠ . 
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⑤ Exit the process of computing the information divergence values, finally we 
get reduced and target attribute set *x . 

5   Experiments and Results 

In this section, we evaluate our method using data set mushroom which sources from 
mushroom database donated by Jeffrey Schlimmer. This data set includes descriptions 
of hypothetical samples corresponding to 23 species of gilled mushrooms in the 
Agaricus and Lepiota Family. Each species is identified as definitely edible, definitely 
poisonous, or of unknown edibility and not recommended. At the same time, the data 
set has 8124 instances or observations and 22 attributes which include mainly cap, 
odor, gill, stalk, veil, ring, spore, population, and habitat etc. Consequently, the 
attribute set structure and the distribution of values are showed in the following Tab.1.  
 

Table 1. The attribute set and the values distribution of mushroom 

Attribute Values 
cap-shape bell, conical, convex, flat, knobbed, sunken 
cap-surface fibrous, grooves, scaly, smooth 
cap-color brown, buff, cinnamon, gray, green, pink, purple, red, white, 

yellow 
bruises bruises, no 
odor almond, anise, creosote, fishy, foul, musty, none, pungent, spicy 
gill-attachment attached, descending, free, notched 
gill-spacing close, crowded, distant 
gill-size broad, narrow 
gill-color black, brown, buff, chocolate, gray, green, orange, pink, purple, 

red, white, yellow 
stalk-shape enlarging, tapering 
stalk-root bulbous, club, cup, equal, rhizomorphs, rooted, missing 
stalk-surface- 
above-ring 

ibrous, scaly, silky, smooth 

stalk-surface- 
below-ring 

ibrous, scaly, silky, smooth 

stalk-color- 
above-ring 

brown, buff, cinnamon, gray, orange, pink, red, white, yellow 

stalk-color- 
below-ring 

brown, buff, cinnamon, gray, orange, pink, red, white, yellow 

veil-type partial, universal 
veil-color brown, orange, white, yellow 
ring-number none, one, two 
ring-type cobwebby, evanescent, flaring, large, none, pendant, sheathing, 

zone 
spore-print-
color 

black, brown, buff, chocolate, green, orange, purple, white, 
yellow 

population abundant, clustered, numerous, scattered, several, solitary 
habitat grasses, leaves, meadows, paths, urban, waste, woods 
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For the sake of simplification, we use binary classification target, that is to say, target 
attribute has two different value of edible and poisonous mushroom. And that its class 
distribution is 51.8% edible parts and 48.2% poisonous parts. 

In the experiment, firstly we choose the parameter 0.01ε = , then compute the 
information divergence values and obtain its maximum on the condition of different 
dimension in iterative way. In the first iteration, that is to say, 1d = , the MIDV is 
12.6017 and the selected attribute is spore-print-color correspondingly. In the second 
loop, added 1 to the dimension d , the MIDV is 38.1027 and the selected attribute is 
gill-color. Similarly, the MIDV is 63.6704 and the selected attribute is cap-shape in 
the third iteration. And then the MIDV is 72.1041 and the selected attribute is gill-
spacing in the fourth iteration. And the MIDV is 72.4590 and the selected attribute is 
population in the fifth iteration. And the MIDV is 73.3492 and the selected attribute is 
gill-attachment in the sixth iteration. Finally, in the seventh loop, the MIDV converge 
at 73.3492 and the selected attribute are veil-type and veil-color, here the amount that 
remains after the MIDV which is subtracting from previous one is less than 
predefined threshold ε , so the algorithm flow is finished at this step. 

The results of the experiments may express as Fig. 2. in the following: 

 

Fig. 2. Feature selection results using algorithm CFLRA 

In addition, we also got good effect on both performance and accuracy of 
classification where the selected feature set is produced from the algorithm CFLRA in 
the different data mining applications. However, for continuous variables we firstly 
need to discretize them, and then use algorithm CFLRA to select feature subset and 
further modeling analysis. 

6   Conclusions and Future Work 

The results obtaining from the experiments in this paper show that the feature 
selection algorithm using the likelihood ratio of contribution factors can efficiently 
get solution and evidently improve the performance of classification. In general, we 
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begin with the whole of feature set and use forward method to generate candidate 
feature subset. Besides, it takes not only the correlation of different attributes and 
target attribute but also the contribution of attributes versus target into account. 
Additionally, the information divergence value is used as evaluation criterion which 
indicates the classification power of different feature. In conclusion, algorithm 
CFLRA is alternatively a good feature selection method in data mining application. 
However, we need to improve the algorithm further so that it could be applied to 
regression, association, clustering problems in the future. 
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Abstract. In this paper, we proposed a bayesian mixture model, in which 
introduce a context variable, which has Dirichlet prior, in a bayesian framework 
to model text multiple topics and then clustering. It is a novel unsupervised text 
learning algorithm to cluster large-scale web data. In addition, parameters 
estimation we adopt Maximum Likelihood (ML) and EM algorithm to estimate 
the model parameters, and employed BIC principle to determine the number of 
clusters. Experimental results show that method we proposed distinctly 
outperformed baseline algorithms.   

Keywords: Dirichlet prior, Finite mixture model, Text clustering, Bayesian, 
Parameter estimation. 

1   Problem Description 

More and more information spring up on internet, such as Internet news feeds, 
electronic mail, blogs, medical patient records, and so on. It is very important to 
cluster text document automatically and unsupervised in personalized search. By far, 
there exist two kinds of different cluster approaches: first, agglomerative approach, 
which build up clusters by iteratively sticking similar things together; second, mixture 
model approach, which learn a generative model over the data, treating the classes as 
hidden variables. For two approaches, people are more prone to mixture model 
approach, for two reasons: agglomerative approach must be in ad hoc manner, which 
is intractable for large data sets; and no sound probabilistic foundation. 

Existing statistical text clustering algorithms based on mixture model can be 
divided into two groups: supervised [1,2] and unsupervised [3,4,5,6,7,8]. In the 
supervised classification framework, we have labeled examples; however, in many 
real life problems it is very difficult or impossible to get examples from one or more 
classes. The wide coverage of topics, dynamics of the internet information makes it 
extremely difficult to classify large-scale web information. The lack of examples from 
some of the classes makes it unfeasible to apply on large-scale web data clustering. 
Let y denote a discrete dependent, outcome, target output variable, and z a vector of 
independent, input, predictor, or attribute variables, and classification involves 
predicting the discrete outcome variable y as accurate as possible using the 
information on the z variables. 
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( , ) ( ) ( | )P y z P y P z y= ( ) ( | ) ( | , )
x

P y P x y P z y x= ∑                    (1) 

In accordance with this basic form, there are many mixture probability models, such 
as K-means, Gaussian mixtures, Naïve Bayesian, and so on. Those approaches have 
been widely used in various fields. Nevertheless, those models are not the best choice 
in all applications, they are often fail to discover true structure, especially, when the 
input variables have multiple probability distributions. For example, if a text may be 
contain multiple topics, those approach mentioned above cannot suitable for multiple 
class classification. Therefore, in this paper we will show that we introduce context 
variable which have Dirichlet prior distribution in bayesian mixture model, which can 
be a very good choice to overcome the disadvantages above mentioned. The Dirichlet 
distribution as prior mixture model is the multivariate generalization of the Beta 
distribution, which offers considerable flexibility and easy to use.  

The rest of the paper is organized as follows. In Section 2, we list existing mixture 
model applications, in section 4, we gives the model selection approach; The 
experimental setup and evaluation are described in Section 5. Finally, in Section 6, 
presents our conclusions and future works. 

2   Existing Mixture Model Applications 

Mixture models form one of the most widely used classes of generative models for 
describing structured and clustered data [9]. A vast amount of mixture models be 
proposed recently, most of it is based on local search techniques, such as Naïve-Bayes 
(NB) methods [10,11]. The NB assumes mutual independence of the z variables 

within levels of y, ( | ) ( | )l
l

p z y P z y= ∏ .while the exact form of the conditional 

density ( | )lP z y depends on the scale type of lz .less restricted forms for ( | )p z y are 

used in Bayesian tree classifiers and in discriminant analysis.  
Recently, Kleinberg and Sandler[4,5] have shown that there is a combinatorial 

algorithm,  reconstruct the underlying term distributions for each document .then 
given the topical distributions, the algorithm reconstruct accurately the relevance to 
each of the topics for each document. Another classical probabilistic generative 
models are PLSA model, which is proposed by Hofmann [12], which models a 
document as a mixture of aspects, where each aspect is represented by a multinomial 
distribution over the whole vocabulary. Thus, each word is generated from a single 
topic, and different words in a document may be generated from different topics.  

Nowadays, some extensions of mixture models are explored, for example, Blei 
proposed LDA model to overcome those shortcomings. LDA[6] can avoid overfitting 
in PLSA and extract a set of themes from a document collection. A document is 
considered as a mixture of topics. Liu et.al.[13] and Li and Yamanishi[14] also 
proposed methods for topic analysis using a finite mixture model. Especially, Liu et 
al. considered the problem of selecting the optimal number of mixture components in 
the context of text clustering; Author-Topic(AT) model is proposed in [15], AT model 
is a similar Bayesian network, in which each authors’ interests are modeled with a 
mixture of topics, and so on. 
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We have reviewed so many clustering approaches based on mixture model. These 
methods have been proven be efficient from their experimental results. However, 
these methods are suffer from the deficiency that they cannot grasp text contextual 
information, such as time, location at which the document was produced, the author 
who wrote the document and its publisher. According contents of text document with 
the same or similar context are often correlated in some way. This is core idea of this 
paper. 

3   Problem Formulation 

3.1   The Finite Dirichlet Mixture Model Formal Description 

First, we give bayesian finite mixture model, 
1,..., nX X X= denote m discrete random 

variables, d
ur

is a vector, 
1 1( ,... )m md X x X x= = =

ur
, where { }1,... ii i inx x x∈ , a random 

sample 
1( ,..., )ND d d=
uur uur

is a set of Ni.i.d. data instantiations, then, 

                                        
1

( ) ( ) ( | )
K

k k
k

p d P Y y P d Y y
=

= = =∑
ur ur

                                     (2) 

Where the value of the discrete clustering random variable Y correspond to the 
separate clusters of the instantiation space, and each mixture distribution 

( | )kP d Y y=
ur

models one data producing mechanism. It follows that we can assume 

the variables Xi inside each cluster to be independent and thus (1) becomes 

1 1( ) ( ,..., )m mp d P X x X x= = = =
ur

1 1

( ) ( | )
mK

k i i k
k i

P Y y P X x Y y
= =

= = =∑ ∏             (3) 

Where J denotes latent numbers of clusters; jπ denotes the proportion of each cluster 

in the whole components data, where 0jπ > ,
1

1
J

j
j

π
=

=∑ , and the probability density of 

k-dimensional Dirichlet distribution 
j1 jkD( ,..., )α α  is[16]: 

1 1

1

1

( ; )
( )

js

k
kjss

j sk
s

js
s

f d V dα
α

α

= −

=

=

⎡ ⎤Γ ⎣ ⎦=
Γ

∑
∏

∏
                                       (4) 

Here,  
1( ,... )kx x x= is k-dimensional  vector, the restriction is 

1

1
k

s
s

x
=

=∑ , and Vj  denotes 

parameters
1( ,..., )j jkα α , 0jsα > , 1,...,s k= , V can be characterized as 

1 1( , ... , ,... )J JV V Vπ π= , V,J are all unknown parameters. If the document that can be 

observed are noted down 1( ,..., )i i ikd d d= , 1,...,i n= , then given the V,J the joint 

probability density can be denoted as follows: 

11

( | , ) ( ; )
n J

j i j
ji

p D V J f d Vπ
==

= ∑∏                                        (5) 
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If we introduce a virtual variable for each observed document 

data 1( ,..., )i i iJz z z= , 1,...,i n= , here, {1 ( ; )
0

i j
ij

if d come from f d V
z

otherwise
      =   , 

then characterized Z={zi,i=1,…,n},then the joint probability is: 

1 1

( , | , ) [ ( ; )]
n J

ij
j i j

i j

p D Z V J f d V zπ
= =

= ∏∏                                    (6) 

3.2   Defining Model Priors 

If a set of optimum parameters (V*, J*) that can make equation (7) get its maximum 
can be found, we think the most optimum model to fit the document dataset could be 
found. In order to get a set of optimum (V*, J*), we want to introduce an appropriate 
prior knowledge for parameters. This knowledge may be obtained from domain 
specific lexicons, or training data in this domain as in [17]. However, it is impossible 
to have such knowledge for a huge and random dataset. So, in this section, we would 
adopt Bayesian method to give different parameters a prior knowledge. 

For parameter J, its prior knowledge P (J) is a discrete probability distribution on 
natural number. So, P (J) maybe a discrete even distribution on {1, 2,…, n} as no 
information prior. Indeed, given an observed dataset, a user often has some 
knowledge about what aspects or how many aspects in it. 

For parameter V, its prior knowledge ( | )P V J , if given J, then 
1( ,..., )Jπ π and  

1( ,..., )JV V  are conditional independence each other, namely: 

1 1( | ) ( ,..., | ) ( ,..., | )J JP V J P J P V V Jπ π= ⋅                                (7) 

The prior knowledge of 1( ,... )Jπ π usually can be get through
1( ,..., )JD β β , here, 

0jβ > , 1,...,j J= is hyper-parameter. We denote
1

J

j
j

β β
=

=∑ , and according to 

Jeffery rule, take
1

1... J Jβ β= = = , so in this paper, we assume that 1( ,... ) 1JP V V ∝ . 

3.3   Parameters Estimation 

Estimating the parameters, we can judge how many components in the mixture 
model, i.e., how many clusters can be generative. Usually Maximum Likelihood (ML) 
is most popular approach. The likelihood for the complete data set: 

( | ) (. | )j jP X Multinomialπ π= * *
1(. | ,... )nDir π π=                            (8) 

Calculate the max ( | )
j jP Xπ π with the constraints: 0jπ >

1

1
J

j
j

π
=

=∑ , the graphical 

representation as follows: 
Then we will use Expectation Maximization (EM) estimating MLE. With the prior 

defined above, in the next step, we have three tasks: 1) to judge the numbers of 
clusters. 2) Given J, to estimate the proportions, as well as cluster feature parameters  
 



176 D. Chen, D. Wang, and G. Yu 

 

 

Fig. 1. Graphical Representation of multinomial sampling with Dirichlet prior 

V. 3) Given J, to cluster document set D, that is to say, to estimate variational 
parameter Z. 

According to Bayes formula,  

( | , ) ( | , ) ( | )P V D J P D V J P V J∝                                    (9) 

It is very difficult to calculate P(D|V,J), because P(D|V,J) is a mixture model, so 
incorporate section 3.2, we introduce a virtual variable Z, the equation (12) can be 
rewrited as follows: 

( , | , )
( | , )

( | , , )

P V Z D J
P V D J

P Z D V J
=                                        (10) 

Where  ( , | , ) ( , | , ) ( | )P V Z D J P D Z V J P V J∝  

According to equation (9)(10),  those parameters are easily be computed, in the 
following section, we can calculate V* based on EM algorithm. The EM algorithm is 
commonly applied to find a local maximum-likelihood estimate of the parameters in 
situations when the observable data is incomplete and the model depends on 
unobserved latent variables. 

E-step: 

( )

( )

( | , , )
( , ) {log ( , | , )} log ( | )t

t

Z D V J
Q V V E P D Z V J P V J= +            (11) 

Further unfolded computation as follows: 
( )

( )

( )1 1

1

( ; )
( , )

( ; )

tn J
j i jt

J
ti j

j i j
j

f x V
Q V V

f x V

π

π= =

=

= ×∑∑
∑

 

{log log [ ] ( 1) log log ( )}j js js is js
s s s

xπ α α α+ Γ + − − Γ +∑ ∑ ∑
1

( 1) log
J

j j
j

β π
=

−∑     (12) 

M-step: To calculate the ( )( , )tQ V V maximum, get V(t+1) . According to Lagrange 

it is easily to known: 
( )

( 1)

( )1

1

( ; )
[ 1] ( )

( ; )

tn
j i jt

j jJ
ti

j i j
j

f x V
n J

f x V

π
π β β

π

+

=

=

= + − + −∑
∑

                     (13) 

Whereas ( 1)t
jhα + is equational solution of (18) 
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[ ]
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log 0
[ ] ( )( ; )

[ ]
t jsn

j i j jhs
ihJ

ti js jh
j i j s

j

f x V
x

f x V

απ α
α απ=

=

′Γ ′Γ
+ − =

Γ Γ

∑
∑ ∑∑

                     (14) 

Iterating starts from t=0, between the E-step and M-step until the monotonically 
increasing log-likelihood function gets a local optimal limit, that is to say, the 
difference values between V(t+1)  and  V(t) will be stabilized and little enough, we get 
the convergence point is a local maximum point of Q. 

4   Model Selecting  

According to Bayesian method, we can cluster document set D through posterior 
distribution ( | , )P Z D J , we may use the MAP estimator [18], that is: 

arg max ( | , )Z P Z D J=
)

 

Namely, 
* **

*
* 1 1

* *

1

( ; )( , | , )
( | , , )

( | , ) ( ; )
[ ]

ijZ
n J j i j

Ji j

j i j
j

f x VP D Z V J
P Z D V J

P D V J
f x V

π

π
= =

=

= = ∏ ∏
∑

           (15) 

According to Equation (21), we can make sure what cluster document di belongs 
to. Another core problem is to judge the numbers of clusters, under the Bayes analysis 
framework, we adopt BIC rule to make sure the numbers of clusters. The detailed 
computation process as follows [16,19,18]: 

*2 log ( | , ) log( ) 2 log( ( | ))J JBIC P D V J m n P D J= − ≈              (16) 

Where ( 1)Jm J Jk= − + , J-1 is the ponderance numbers of 1,..., Jπ π . 

5   Experiments and Evaluations 

In this section, we present some experiment results of we proposed clustering 
algorithm based on Dirichlet prior mixture model and model parameter estimation. 
We evaluate the effectiveness of our model on famous 20-Newsgroup dataset. 
Experiments include two parts: the first, to evaluate clustering algorithm performance; 
the second, we make contrast experiments with baselines. 

We implemented all algorithms in JAVA and all experiments have been executed 
on Pentium IV 2.4GHz machines with 1GB DDR main memory and windows XP as 
operating system. 

Notice, our clustering algorithm which is actually a Mixture Model with Dirichlet 
prior, so, in the following, we called it as MMDB. 

5.1   Dataset 

we conducted experiments on the publicly available 20-Newsgroups collections. This 
data set contains text messages from 20 different Usenet newsgroups, with 1000 
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messages collected from each newsgroup. We derived three group datasets just as 
[20,21]. The first group, News-Similar-3 consists of messages from 3 similar 
newsgroups (comp.graphics, comp.os.ms-windows.misc, comp.windows.x) where 
cross-posting occurs often between these three newsgroups. The second group, News-
Related -3 consists of meassages from 3 related newsgroups (talk.politics.misc, 
talk.politics.guns and talk.politics.mideast). The third group, News-Different-3 
contains 3 newsgroups of quite different topics (alt.atheism, rec.sport.baseball, and 
sci.space). Before use this dataset, we make a preprocessing, i.e., stemming, stop 
word removal. 

Table 1. Selected News Groups 

Similar group Related group Different group 
comp.sys.ibm.pc.hardware talk.politics.misc alt.atheism 

comp.sys.mac.hardware talk.politics.guns rec.sport.baseball 
misc.forsale talk.politics.mideast sci.space 

5.2   Evaluation Criterion 

We adopt two measurements to estimate cluster quality: normalized precision- recall 
measurement, and normalized mutual information (NMI) [22]. 

Let CCi be one of clusters, Let CLibe its corresponding class. Let Corri be a set text 
from CLi that have been correctly assigned into CCi by out algorithm. Then the 
averaged precision and recall can be denoted as: 

1 1

1 1

Pr ; Re

k k

i i
i i

k k

i i
i i

Corr Corr
ecision call

CC CL

= =

= =

=           =
∑ ∑

∑ ∑
                          

(17)
 

The normalized mutual information measurement is defined as Eq.18, where I(S;F) 
is the mutual information between cluster assignment S and folder labels f, H(S) is the 
entropy of S and H(F) is the entropy of F, it measures the shared information between 
S and F. 

( ; )

( ( ) ( )) / 2

I S F
NMI

H S H F
=

+
                                        

 (18)
 

These two measurements are correlated but show different aspects of clustering 
performance. P-R measurement calculates the relationship between individual and 
whole data; NMI measures the similarity between cluster partitions. 

5.3   Results and Baseline Method 

We make three contrast experiments with considered three baseline algorithms. We 
select the VSM algorithm, as well as probabilistic latent semantic analysis algorithm 
(PLSA) [12] and LDA algorithm --two popular generative models for unsupervised 
learning algorithm. Figure2 shows results of contrast experiments. 
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Fig. 2. Contrast Experiments Results on Different Datasets. Here, Figure (A)-(C) depicts the P-R 
Measurements Experiment Results. Figure (D) depicts the NMI Measurements Experiment Results. 

Notice: in all datasets, the MMDB performs better than those baselines. But an 
interesting results for different datasets is that the MMDB and other baseline 
algorithms performance are consistent, i.e., on three different datasets of 20-
Newsgroups, they performance are descending, the best is the different group dataset, 
the next is on related group dataset, the last is on similar group dataset. This maybe 
caused by the topic relevance. 

In experiment, the PLSA algorithm is a classic probabilistic generative model, we 
can compile the PLSA code, according to Hoffman algorithm [12]. However, LDA 
algorithm is a novel probabilistic generative model, we write code and compile 
according to [23]. 

6   Conclusion and Future Work 

In this paper, we proposed a bayesian mixture model, in which introduce a context 
variable, which has Dirichlet prior, in a bayesian framework to model text multiple 
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topics and then clustering. It is a novel unsupervised text learning algorithm to cluster 
large-scale web data. In addition, parameters estimation we adopt Maximum 
Likelihood (ML) and EM algorithm to estimate the model parameters, and employed 
BIC principle to determine the number of clusters. Experimental results show that 
method we proposed distinctly outperformed baseline algorithms. 

There are many future challenges, such as using active learning principles to 
optimize the summarization of a cluster, and building more sophisticated models to 
clustering large-scale data sets. So an important future research direction is to further 
study how to better the proposed mixture model in parameter estimation and 
judgments of cluster numbers, especially, how to incorporate the web user’s opinion 
into our model, i.e., in objective mixture model we can acquire user’s subjective 
interest or preference, which is very useful for facing future Web2.0. So in future 
work, we will study more sophisticated probabilistic models which can grasp user’s 
latent sentiment. It is a novel and full of significant challenges. 
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Abstract. This paper built two models based on the existing data of a mobile 
communication service provider. In the modern life, mobile phone has al-
ready become a necessity for us to take at any time. The position change of 
the mobile phone holder represents the cellular phone user’s move. A lot of 
promotion and other business activities are related to user’s position, and 
many business activities need to know the customers’ long-term move regula-
tion. Therefore, the research of the cellular holder’s move principle is worthy 
now. The cellular phone customer move analysis of the paper is an analytical 
system based on the customer position. We conducted analysis for single time 
of the cellular phone customer ordering of position. We carried on analysis of 
several time positions and the relation of these positions. The mobile regula-
tion of customer is analyzed by analyzing the relation of these positions. Dif-
ferent business activity can carry on promotion to the customer based on  
different regulation. According to the detection of the customer mobile regu-
lation, the enterprise can discover new business application, and make more 
effectively business activities. 

Keywords: Knowledge discovery, communication service provider, move of 
position. 

1   Introduction 

The cellular phone holders are mobile individuals, and move all the time everyday. 
Each mobile individual represents a kind of behavior pattern and a kind of consump-
tion pattern. For example, the consumption pattern of the person who goes to work by 
car is different from the person who goes to work on foot (Saharon Rosset et al., 
2004). The consumption view of the person who goes home after work everyday is 
different from the person who has a rich night life after work finished. The person 
who has different lifestyle would need different mobile service. Therefore, the mobile 
characters of customers have already become a typical factor to distinguish the people 
with different consumption view, consuming way and consuming ability. 
                                                           
* Corresponding author. 
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In brief, mobility is a way to differentiate the mobile customer, including everyday 
route of the mobile holder, the move scope of the mobile holder, mobility speed and 
so on. We can get the activity rule and the living habit and learn the users’ living 
location and working position through the mobility analysis of the customers’ daily 
move data. Summarizing these classifications of the users, different marketing strate-
gies can be conducted to different users. Based on the analysis about users’ behavior 
characteristic, the communication service providers can find the potential market and 
develop new profitable business. In the past, because of lacking of the effective data 
analysis and data support, when the providers designed company marketing strategy, 
they often weren’t clear who their real marker targets were. Due to the lack of in-
depth analysis and insight, they used to design service suites from themselves’ per-
spective instead of the customers’. Moreover, behavior analysis on the cell phone 
users can also find many new business needs, thereby enhancing customer satisfaction 
(Jaakko Hollmen,Volker Tresp,2005). 

The communication service providers of China (taking China Mobile Communica-
tion Corporation for example) analyze the customers mainly on BASS (Business 
Analyses Support System). BASS is built based on computer network and data ware-
house technology. The analysis area of this system covers almost all the business of 
communication service providers (T. PAGE, 2005). But due to: 1) because different 
departments have different data sources, the data of mobile users is rather complex. 
Generally there are four main sources, which are separately named BOSS systems, 
customer service systems, MISC system, and network management system. 2) The 
volume of mobile users’ data of is huge. 3) There are many factors that impact the 
mobile phone users, and they are interrelated and extremely complex. 

Therefore, the generally simple statistical analysis or OLAP analysis couldn’t find 
the most essential reasons causing the problems. Using the more appropriate analyti-
cal tools and algorithm to discover knowledge from a large number of data to manage 
the customers has become critical issue for the mobile service provider.  

As Information Technology (IT) progresses rapidly, many enterprises have accu-
mulated large amounts of transaction data; how to extract available implicit knowl-
edge to aid decision making from this data has became a new and challenging task. 
(KDD) The term first appeared in 1989 at the 11th International Joint Conference on 
Artificial Intelligence(Usama Fayyad,Paul Stolorz,1997). This new business informa-
tion processing technology, according to established commercial business goals, can 
take the large number of commercial data exploration and analysis and reveal hidden, 
unknown or known to test the law, and further to discover knowledge from the data-
base. The knowledge mined always is unknown before and is tacit knowledge. When 
extracting knowledge from data, there are various problems has to deal with including 
characterization, comparison, association, classification, prediction and clustering. 

The rest of the paper is organized as follows. The second section reviewed the re-
lated research on the analysis about mobile users. Knowledge discovery research 
model about user mobility is built in the third section. We discussed commercial 
value and application of the mobile move analysis in section 4. Finally, the conclusion 
is given in section 5.  
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2   Review of Research Related to Mobile Users’ Mobility 

At present, study related to the mobility of mobile users at home and abroad stays in 
two phases. Stage one is cell phone users’ location identification; the second stage is 
mobile phone users’ analysis. We describe the technical features of the two-stage in 
the following section. (S.C.Hui,G.Jha, 2000; Saharon Rosset ,et al., 2004).  

The first stage is about cell phone users’ location identification. This stage is the 
initial stage of mobile users’ analysis, which is to identify the location of cell phone 
users. The technology of this phase is the position recognition, which is passive posi-
tion identification. Currently in China, China Mobile and China Unicom will launch 
its own mobile network based on the positioning of mobile phone services. The 
GpsOne service provided by China Unicom is with higher precision, which is up to 5 
meters. But no matter how the service positions accurately, the two companies only 
provide the position service to a specific cell phone user group instead of all the mo-
bile phone users. Location identification refers to that the mobile service providers 
inform the user where they are when they require service. 

The second stage is the analysis about Mobile phone users’ move regulation. The 
analysis in this stage is a deeper analysis about the cell phone users’ location, which 
study the mobile habits of the users so as to reach a more valuable conclusion. Typi-
cal example is the UK Vodafone (UK mobile co Vodafone) company. Vodafone 
company analyzed the call records of the customers to study the communication habit 
of the customers. They found the people who are inclined to call within a near area, 
and other people who are inclined to dial long-distance call. (Ali Kamrani,Wang 
Rong,Ricardo Gonzalez,2001).  

There are a lot of shortcomings to improve in the existing analysis no matter about 
mobile phone users’ move rule or the application. For example: 

1). How to avoid adding new location identification system cost during analysis; 
2). How to reduce the mobile communication system resource consumption and 

the impact on system load; 
3). How to do continuity location identification to large-scale mobile phone users; 
4). How to avoid the uneven distribution of the positioning time;  
5). How to change mobile users’ analysis results into effective business  

applications.  

Due to the above reasons, we need to find a new method which identify the loca-
tion of cell phone users efficiently, and accordingly generating a mobile user model 
which can be applied to a commercial service effectively. 

3   Knowledge Discovery Research of User Mobility Model 

3.1   The Objective of Mobile Users’ Analysis and Data Preprocess 

The objective of mobile users’ analysis is to identify users’ activity character or ac-
tivities law, which can deduce users' living habits, consumption habits and consumer 
attitudes. The model generated based on these theories would offer the enterprise 
related to communication very useful decision making reference. The business value 
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of this analysis is broad, such as promoting new business, cross-selling, marketing, 
advertising, psychological analysis of user groups, and prediction about the users’ 
need. The goal of this paper embodies as follows. 

1). Identify the users’ regional activities; 
2). Identify the user's activities law and character (in reference to the time of the ac-

tivities of regional and mobile speed);  
3). Identify the location of user’ work and apartment;  
4). Identify the users’ long-term move routes; 
5). Identify the users’ long-term move character. 
 

Data understanding 

Data Preparation 

Modeling
The introduction to modeling of
the mobility  
The analysis of modeling of the
activity area 
Modeling of the location where
customer locates

Knowledge Discovery
Identify and predict the 

disciplinarian of the 
customer

Application
The analysis of customer 

mobility’s business value and 
application

Data

Business Understanding 
Identify the activity area 
Identify the disciplinarian and character
of the customers’ activities 
Identify the location of customer’s
work and apartment 
Identify the move route of the customer
Identify move character of the
customer 

 

Fig. 1. The process of knowledge discovering 

Data collection and transform: The original data collected at the beginning is re-
corded in binary system. The text formatted data can be generated through Agilent 
which is a tool. After cleaning and transforming the record, the information related to 
the location is in order. The original data can be dropped.   

Data sampling: The sample consists of 24881 mobile service customers sampled 
from all of the customers of a city in China. 
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We set the span of the time as following. 

Morning：06：00－09：00  Working：09：00－17：00 
Evening：17：00－22：00   Night/：22：00－06：00 

3.2   User Mobility Modeling  

As the development of artificial intelligence and database technologies, knowledge 
discovery is an important cross-discipline way used in the past 10 years. The algo-
rithm will find the implicit knowledge hidden in the data and provide support for the 
expert decision. 

Cluster analysis refers to a different sample classification, and it is a commonly 
used statistical methods. When the analyzed data lacks of described information, or it 
is unable to form any classification model, cluster analysis is quite useful then. Clus-
ter analysis is based on a similar level measurement method. The data in the same 
cluster should be most similar and the difference between clusters should be most 
large. Clustering methods include statistical methods, machine learning methods. 

Statistical method of cluster analysis is a mean to achieve clustering, mainly based 
on the geometric distance among the samples. The machine learning clustering con-
cept is based on the description. Description concept is targeted to certain types of 
content description and a general object of this feature. Concept description is divided 
into characteristic description and differential description. The former describes the 
common feature of certain objects and the latter describes different types of distinc-
tion between the object.  

There are a lot of attributes in the actual data about the mobile users, including 
price attributes, behavioral attributes and the natural attributes etc., and each of the 
attributes comprise of several parameters. Ambiguity and complexity of the real 
world make it difficult for us to decide that how many categories that the user should 
set into. Then clustering algorithm can be used to allow machines to help us detect the 
categories of the users. We build two models in this section. 

3.2.1   Model A: Modeling Analysis about Users’ Activity Area 
This kind of model mainly analyzes the users’ mobile distance in various times to 
mark the regional users, and analyzes users’ mobile features. After preprocessed, 
derived data generated from the original data would reflected the largest mobile dis-
tance in the morning, between morning and working hours, work hours, between 
work and evening, in the evening, between the evening and deep at night, deep at 
night and whole day. 

In this paper, we used the Cluster Analysis K of SPSS to analyze the data- Means 
clustering algorithm analysis. The main parameters are set as follows: 

Variables: Morning; Inter1; Working; Inter2; Evening; Inter3; Night; Day 
Number of Clusters: 12   
Maximum Iterations: 30   
Convergence Criterion: 0.02  
Clustering results are shown in Table 1 
Final Cluster Centers for User Active-Distance Clustering: 
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Table 1. Users’ mobility attribute clustering center 

 Cluster 

Time Span 1 2 3 4 5 6 7 8 9 10 11 12 

Morning 3.1 3.5 1.6 13.3 1.0 14.2 1.8 15.5 14.6 4.2 3.5 15.1 

inter1 2.4 1.6 2.5 4.0 0.6 6.5 0.9 10.2 6.0 2.1 2.6 5.4 

Working 16.2 5.7 14.7 3.5 1.9 16.2 3.2 16.7 16.5 12.0 15.6 17.2 

inter2 1.7 1.7 1.3 1.5 0.6 2.8 3.5 5.4 2.3 4.0 14.6 6.8 

Evening 15.0 3.8 1.8 2.3 1.3 2.2 12.6 15.2 2.4 14.4 10.5 16.2 

inter3 1.1 3.1 0.8 1.1 0.5 8.1 1.1 3.9 2.1 14.0 1.5 8.3 

Night 2.3 11.1 0.9 1.2 0.6 14.9 1.0 2.0 1.4 3.9 1.8 15.5 

Explanation to the Model 

We present the cluster results with the following figures in a more direct way. The X 
axis of below figures presents time which is from morning to night, and the Y axis is 
the distance the mobile phone moved, and the unit of the Y axis is KM. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Mobile users’ cluster model 

Cluster 1: From the the blue line of the left figure, we can get the user has a large 
activity scope range in 14-16Km during the working time and the evening. 

Cluster 2: From the pink line of the left figure, we can get the user has a large activ-
ity scope during the night, and the objective has smaller activity scope at other time. 

Cluster 3: From the blue line of the right figure, we can get the user has a large ac-
tivity scope range above 14Km during working time and has smaller activity scope 
below 2Km during other time. 

Cluster 4: The pink line of the right figure, we can get the user has a large activity 
scope during the morning, and has smaller activity scope at other time. 

For the sake of space, we won’t illustrate other eight statuses in detailed. 
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3.2.2   Model B: Mobile Users Line Modeling Analysis 
Another way of analyzing the mobility of users is to identity the users with special 
moving feature. For example, by analyzing the route of the users, who usually linger 
at the entertainment street and who usually drive on the Shanghai-Hangzhou express-
way. This modeling process is different from above clustering modeling analysis, 
because it is a classification model. 

Training data is the first factor of building classification model. Take identifying 
the characteristics of users who drive on Shanghai-Hang Zhou expressway as an ex-
ample, we first have to know about features of the users driving on the road. The 
original data can record where the mobile phone user is in different time, and the 
combination of time and location can express the attributes of the travel route.  

In light of the actual situation, we may consider several key elements of attributes 
in the model:  

1) Position sequence: On the path of the relative location, the point the record can 
only be sequenced in a fixed order. 

2) Time relation: The time needed when the users past some points is the function 
of the speed, so the time relations were relatively fixed. 

Based on the above analysis, we expressed the character of certain with numerical 
parameter.  

This is a relevant time series modeling problem. First we collect one group of the 
data, get the path at various points in time sequence as shown in Table2. We will 
establish as time series model. There are a, b, c, d, e, f, g, h, I, j, k, l, m, n 14 points in 
 

Table 2. Time series of a Certain Route Model  

Time Cell Spot Time_Spend (sec) 

11:28:30 22556-11722 a 0  

11:30:43 22556-11582 b 132  

11:32:01 22556-11111 c 210  

11:32:44 22556-11911 d 253  

11:33:15 22556-31261 e 285  

11:34:02 22556-21921 f 332  

11:34:52 22556-11921 g 382  

11:35:07 22556-31921 h 397  

11:35:26 22307-21101 i 416  

11:36:24 22307-11101 j 474  

11:38:42 22307-11221 k 612  

11:39:55 22307-31171 l 685  

11:40:55 22307-21171 m 745  

11:41:30 22307-11171 n 780  
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Table 3. Route X time series 

Time Cell Spot Time_Spent(sec) 
12:32:23 22556-11722 a 0  
12:34:07 22556-11582 b 104  
12:36:12 22556-11111 c 229  
12:36:52 22450-11931   
12:37:00 22556-21921 f 277  
12:38:17 22556-11921 g 354  
12:38:38 22556-31921 h 375  
12:39:00 22307-21101 i 396  
12:40:03 22307-11101 j 459  
12:42:11 22307-11221 k 588  
12:43:42 22307-31171 l 679  
12:44:38 22307-21171 m 735  
12:45:18 22307-11171 n 775  

the series. Deleted some repeated points. Another time series shown in Table3 is a 
path of non-standard time series. Some points are missing in the trail, but the timing 
sequence is correct. There are a, b, c, f, g, h, I, j, k, l, m, n 12 points in Rout X, where 
d, e is missing. We will find a way to make it be identified correctly.  

Time series conversion: Take the first point path as a reference point, other points 
occurred in the following time is comparison point, and calculates time difference 
between these points and the first referenced time. Take Time_Spent list as Y axis, 
and Spot list as X axis, Figure 3 is the figure showing the route of the model. Simi-
larly, the time series of Table 3 can be converted into X-Y coordinates figure, as  
Figure 3 showed. The missing points are presented as blank in the chart. 

We identify the two graphics are the same path through this recognition algorithm.  
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Fig. 3. Route Model route changed chart 
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Fig. 4. Route X route changed chart 

4   The Business Value and Application of Users’ Mobility  

4.1   The Application of the Mobility Service Provider 

The analysis of the mobility of users could be very helpful to the mobility service 
provider. The mobility service provider can make marketing strategy as to the charac-
ter of the mobility service users. They also can modify their crossing selling strategy. 

Making marketing strategy: the mobile service provider can recognize the place 
where they can attract more customers. Because of the limitation of the purchasing 
channel, the place where is suitable to attract new customers may not be the best place 
to set up a service center. The mobility service provider can estimate the place where 
is profitable and adjust the service center as to the estimation result. 

Crossing selling strategy: the mobile service provider can focus on some selling 
based on the mobility attribute of the customer. For example, the mobile service pro-
vider can fortify the promote to the people who spend a lot of time on the way to 
work or home because they may choose the service of the mobile TV service. 

4.2   The Application of the Mobile Advertisement and National Security 

An important application of the customer mobility is to analyze the related attribute 
about the users’ mobility. For example, the analysis can tell us the place where the 
customer lives and works and the relax place the user usually patronizes. This infor-
mation is very important to the mobile advertisement. 

The analysis of the user mobility can predict the activity principle of the users and 
track the route of the users. This is very important to the ministry of the national secu-
rity. The department of the national security can also tail the criminal suspicion and 
even detect the potential crime as to the activity route. 

5   Conclusions 

In sum, we can develop several models through the analysis of the user mobility. We 
can get the route, the mobility disciplinarian of the users and the place where the user 
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linger. This information can support the commercial decision of the mobile service 
provider. 

Form the perspective of the commerce, the user models and the related analysis can 
provide technology support. Besides the promotion of new service, the cross selling, 
the location of the users, the model can be helpful to the creation of the new business 
model. 

The date source of the analysis of the user mobility is valuable. The potential value 
of the data has not been completely mined. More models can be developed based on 
the mobility data; this is the future work of this paper. 
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Abstract. Information sharing on distributed collaboration usually oc-
curs in broad, highly dynamic network-based environments, and formally
accessing the resources in a secure manner poses a difficult and vital
challenge. Our research is to develop a systematic methodology for in-
formation sharing in distributed collaborative environments. It will en-
sure sensitive information and information assurance requirements, and
incorporate new security constrains and policies raised by emerging tech-
nologies. We will create a new rule-based framework to identify and ad-
dress issues of sharing in collaborative environments; and to specify and
enforce security rules to support identified issues while minimizing the
risks of information sharing through the framework.

1 Aims and Background

We aim to develop a policy-based framework for information sharing in dis-
tributed collaborative environments with role-based delegation and revocation.
The motivation of role-based delegation and revocation are that users themselves
may delegate role authorities to others to process some authorized functions and
later remove the authorities. Role-based delegation and revocation models will
be developed with comparisons to established technical analysis, laboratory ex-
periments, support hierarchical roles and multistep delegation. An innovation
policy-based language for specifying and enforcing rules on the models is pro-
posed as the fundamental technique within this framework. The models will be
implemented to demonstrate the feasibility of the framework and secure proto-
cols for managing delegations and revocations.

Delegation is the process whereby an active entity in a distributed environ-
ment grants access resource permissions to another entity. In today’s highly
dynamic distributed systems, a user often needs to act on another user’s behalf
with part of the user’s rights. To solve such delegation requirements, ad-hoc
mechanisms are used in most systems by compromising existing disorganized
policies or additional components to their applications [26, 16, 18]. The basic
idea of delegation is to enable someone to do a job, for example, a secretary.
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Effective delegation not only makes management systems ultimately more sat-
isfactory, but also frees the delegating users to focus on other important issues.
In access control management systems, the delegation arises when users need to
act on another user’s behalf in accessing resources. The delegation might be for
a short time, for example, sharing resources temporarily with others during one
week holiday. Otherwise users may perceive security as an obstacle of the re-
sources sharing. With delegation, the delegated user has the privileges to access
information without referring back to the delegating user.

Delegation is recognized as vital in a secure distributed computing environ-
ment [1, 3, 10]. The most common delegation types include user-to-machine,
user-to-user, and machine-to-machine delegation. They all have the same con-
sequence, namely the propagation of access permission. Propagation of access
rights in decentralized collaborative systems presents challenges for traditional
access mechanisms because authorization decisions are made based on the iden-
tity of the resource requester. Unfortunately, access control based on identity may
be ineffective when the requester is unknown to the resource owner. Recently
some distributed access control mechanisms have been proposed: Lampson et
al. [12] present an example on how a person can delegate its authority to others;
Blaze et al. [5, 6],introduced trust management for decentralized authorization;
Abadi et al. [1] showed an application of express delegation with access con-
trol calculus; and Aura [2] described a delegation mechanism to support access
management in a distributed computing environment.

The National Institute of Standards and Technology developed role-based ac-
cess control (RBAC) prototype [7] and published a formal model [9]. RBAC
enables managing and enforcing security in large-scale and enterprise-wide sys-
tems. Many enhancements of RBAC models have been developed in the past
decade. In RBAC models, permissions are associated with roles, users are as-
signed to appropriate roles, and users acquire permissions through roles. Users
can be easily reassigned from one role to another. Roles can be granted new per-
missions and permissions can be easily revoked from roles as needed. Therefore,
RBAC provides a means for empowering individual users through role-based
delegation in distributed collaboration environments.

The importance of delegation has been recognized for a long time, but the
concept has not been supported in RBAC models [8, 19]. A security officer has
to assign a role to the delegated user if the role is required to be delegated
to the user. Such a model significantly increases the management efforts in a
decentralized collaboration environments because of the dynamic of delegations
and the continuous involvement from security officers. We will provide a bridge
of the gap between delegation techniques and RBAC models.

2 Significance and Innovation

Delegation is an important feature in many collaboration applications. For
example, the Immigration Department is developing partnerships between im-
migration agencies and people in local areas to address possible problems.
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Immigration officers are able to prevent illegal stay and crime if they efficiently
collaborate with the people. The problem-oriented immigrating system (POIS)
is proposed to improve the service as a part of the Immigration Department’s on-
going community efforts including identifying potential problems and resolving
them before they become significant. With efficient delegation, officers respond
quickly to urgent messages and increase the time spent confronting problems.

In POIS, officers might be involved in many concurrent activities such as
conducting initial investigations, analyzing and confronting crimes, preparing
immigration reports, and assessing projects. In order to achieve this, users may
have one or more roles such as lead officer, participant officer, or reporter. In
this example, Tony, a director, needs to coordinate analyzing and confronting
crimes and assessing projects. Collaboration is necessary for information shar-
ing with members from these two projects. To collaborate closely and make two
projects more successful, Tony would like to delegate certain responsibilities to
Christine and her staff. The prerequisite conditions are to secure these processes
and to monitor the progress of the delegation. Furthermore, Christine may need
to delegate the delegated role to her staff as necessary or to delegate a role to
all members of another role at the same time. Without delegation skill, security
officers have to do excessive work since the involvement of every single collabo-
rative activity. We can find the major requirements of role-based delegation in
this example:

1. Group-based delegation means that a delegating user may need to delegate
a role to all members of another role at the same time. We introduce a new
ability-based delegation model in our recent work [13].

2. Multistep delegation occurs when a delegation can be further delegated.
Single-step delegation means that the delegated role cannot be further del-
egated.

3. Revocation schemes are important characters in collaboration. They take
away the delegated permissions. There are different revoking schemes, among
them are strong and weak revocations, local and global revocation. We
discuss these different revocation with according algorithms in our recent
paper [14].

4. Constraints are an important factor in RBAC for laying out higher-level
organizational policies. It defines whether or not the delegation or revocation
process is valid.

5. Partial delegation means only subsets of the permissions are delegated while
total delegation means all permissions are delegated. Partial delegation is an
important feature because it allows users only to delegate required permis-
sions. The well-known least privilege security principle can be implemented
through partial delegation.

Although the concept of delegation is not new in authorizations [2, 3, 5, 10,
16, 17,21,25], role-based delegation received attention only recently [15,27,28].
Aura [2] introduced key-oriented discretionary access control systems that are
based on delegation of access rights with public-key certificates. A certificate has
the meaning:
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SK (During the validity period, if I have the rights R, I give them to someone).
SK denotes a signed message that includes both the signature and the original

message. The key that signed the certificate (K) is the issuer and the rights R
given by the certificate are the authorization. With the certificate, the issuer
delegates the rights R to someone. The systems emphasized decentralization of
authority and operations but their approach is a form of discretionary access
control. Hence, they can neither express mandatory policies like Bell-LaPadula
model [4], nor possible to verify that someone does not have a certificate. Fur-
thermore, some important policies such as separation of duty policies cannot be
expressed with only certificates. They need some additional mechanism to main-
tain the previously granted rights and the histories must be updated in real time
when new certificates are issued. Delegation is also applied in decentralized trust
management [6,15,16]. Blaze et al. [6] identified the trust management problem
as a distinct and important component of security in network services and Li et
al. [15, 16] made a logic-based knowledge representation for authorization with
tractable trust-management in large-scale, open, distributed systems. Delega-
tion was used to address the trust management problem including formulating
security policies and security credentials, determining whether particular sets
of credentials satisfy the relevant policies, and deferring trust to third parties.
Other researchers have investigated machine to machine and human to machine
delegations [1, 10,25]. For example, Wang et al. [25] proposed a secure, scalable
anonymity payment protocol for Internet purchases through an agent which pro-
vided a higher anonymous certificate and improved the security of consumers.
The agent certified re-encrypted data after verifying the validity of the content
from consumers. The agent is a human to machine delegation which can provide
new certificates. However, many important role-based concepts, for example, role
hierarchies, constraints, revocation were not mentioned.

Wang et al. [21] discussed the mobility of user-role relationship in RBAC man-
agement and provided new authorization allocation algorithms for RBAC along
with the mobility that are based on relational algebra operations. They are the
authorization granting algorithm, weak and strong revocation algorithms. The
paper does not use role delegation but instead defines the role mobility, whereby
a user with an mobile role may further grant other roles but she/he cannot ac-
cept other roles if she/he has an immobile role. The mobility could be viewed
as a special case of multistep delegation in their work. But some important del-
egation features such as partial delegation and delegation revocation have not
been considered. Barka and Sandhu [3] proposed a simple model for role-based
delegation called RBDM0 within RBAC0, the simplest form of RBAC96 [19].
RBDM0 is a simple delegation model supporting only flat roles and single step
delegation. However, they neither gave the definition of role-based delegation
relation, which is a critical notion to the delegation model nor discussed the
relationships among original user and delegated user. Some important features
such as role hierarchies and revocations were not supported in RBDM0.

Some researchers have worked on the semantics of authorization, delegation,
and revocation. Wang et al. [20] described a secure and flexible protocol and
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its role based access control for M-services. The protocol is based on a Creden-
tial Center, a Trusted Center and a ticket based mechanism for service access.
It supports efficient authentication of users and service providers over different
domains and provides a trusted model for participants. The concepts, proto-
cols, and algorithms for access control in distributed systems from a logical
perspective have been studied. However, there is no multistep delegation control
mechanism since every delegation can be freely delegated. Hagstrom et al. [11]
studied various problems of revoking in an ownership-based framework, but their
attempt was still not sufficient to model all the revocations required in role-based
delegation, for example, grant-independent and duration-restricted revocations.
Zhang et al. [27,28] proposed a rule-based framework for role-based delegation
including RDM2000 model. RDM2000 model is based on RBDM0 model with
some limitations that we mentioned before. Furthermore, as a delegation model,
it does not support group-based delegation. RDM2000 does not consider ad-
ministrative role delegation but the deletion of regular roles. The model does
neither analyse how do original role assignment changes impact delegations nor
implement with XML-based language.

We will focus exclusively on how to specify and enforce policies for authorizing
role-based delegation and revocation using a rule-based language. We will con-
tinue our previous work and propose delegation frameworks including revocation
models, group-based, multistep, and partial delegations. With the revocation
models, we will not only consider the deletion of regular roles but also adminis-
trative role delegation. Additionally, in order to provide sufficient functions with
the framework, we will analyze how do original role assignment changes impact
delegations and implement with XML-based language. This kind of language for
role-based delegation has not been studied.

3 Approach

Task 1: A Role-Based Delegation Framework

This task will develop a delegation framework called RBDF. This framework
supports role hierarchy and multistep delegation and revocation by introduc-
ing the delegation relation, delegation authorization, role-based revocation and
revocation authorization.

Two relations are included in role-based access control: user-role assignment
(URA) and permission-role assignment (PRA). URA is a many-to-many relation
between users and roles and PRA is a many-to-many relation between permis-
sions and roles. Users are enabled to use the permissions of roles assigned to
them. RBAC management systems have many advantages with its flexibility of
assigning permissions to roles and users to roles [24]. There are two types of
roles associated with user: Original roles and Delegated roles. The former is a
role assigned to the user whilst the latter one is a role delegated to the user.

The same role can be an original role of one user and a delegated role of
another user. Role hierarchy is a basic relationship between roles that specifies
which role may inherit all of the permissions of another role. The relationship of
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Senior-Junior shows hierarchies between roles. Senior roles inherit permissions
from junior roles. Role hierarchies provide a powerful and convenient means to
satisfy the least privilege security principle since only required permissions are
assigned to a role. Because of role hierarchies, a role may be an original role and
a delegated role of the same user. The original user-role assignment (OUA) is
a many-to-many user-role assignment relation between users and original roles.
The delegated user-role assignment (DUA) is a many-to-many user assignment
relation between users and delegated roles.

Role-Based Delegation. Relational database systems will be designed.
Database systems have been applied in our previous work to solve consistency
problems in user-role assignment and permission-role assignment [22,23]. A set
of relations such as roles, users, permissions, user-role, role-permission has been
developed [23,24] for the formal approaches that are based on relational structure
and relational algebra operation in database system. There are three major ele-
ments in a delegation relation: original user-role assignments (OUA), delegated
user-role assignment (DUA), and constraints. Constraints are very important in
role-based model [21]. Delegation may associate with zero or more constraints.
The delegation relation supports partial delegation in a role hierarchies: a user
who is authorized to delegate a role r can also delegate a role that is junior to r.

As we mentioned before, there are various delegations in real-time applica-
tion: single-step, multistep, group-based, and partial delegations. In single-step
delegation the delegated role cannot further delegate. We also can define a maxi-
mum number of steps in multistep delegation. The maximum delegation number
imposes restriction on the delegation. Single-step delegation is a special case of
multistep delegation with maximum delegation number equal to one. We will
develop delegation models to support these different delegations.

Delegation Authorization. The delegation authorization goal imposes restric-
tions on which role can be delegated to whom. We partially adopt the notion of
prerequisite condition from Wang et al. [23] to introduce delegation authorization
in the rule-based delegation framework (RBDF).

We will develop database systems for RBDF in this task to support group-
based, multistep, partial delegations and revocations and analyze what delega-
tion impact will happen if an original role assignment is changed.

Task 2: The Rule-Based Policy Specification Language

The motivation behind policy-based language are: 1) delegation relations de-
fined in role-based delegation model lead naturally to declarative rules; 2) an
individual organization may need local policies to further control delegation and
revocation. A policy-based system allows individual organizations to easily in-
corporate such local policies.

We will show how our construction is used to express delegation and revoca-
tion policies.

The Language. The rule-based specification language specifies and enforces
authorization of delegation and revocation based on the new delegation model.
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It is entirely declarative so it is easier for security administrators to define poli-
cies. The proposed language will be a rule-based language with a clausal logic.
A clause, also known as a rule, takes the form: H ← B. where H stands for
rule head and B stands for rule body. B is a prerequisite condition of a suc-
cessful H . If the condition defined in the rule body is true, then it will trigger
authorizations. An advantage is that the rule body can include the condition of
an authorization policy and the rule head can include the authorization. This
provides the mechanism for authorization specification and enforcement.

Rules for Enforcing Policies. Basic authorization will specify the policies
and facts in the delegation framework. Addition to the basic authorization poli-
cies, further derivations are needed for authorization and their enforcement. A
derivation rule body describes a semantic logic that consists of basic authoriza-
tion, conditions and functions. The result can be either authorized or denied.

The language developed in Task 2 will be used in the database systems (Task
1) to process delegation and revocation authorizations.

4 Current Progress

1. We develop a flexible ability-based delegation model (ABDM), in which a
user can delegate a collection of permissions, named an ability, to another
user or all members of a group; we also analyze delegation granting and
revocation authorization algorithms in this model [13]. (Part of Task 1)

2. we discuss granting and revocation models related to mobile and immobile
memberships between permissions and roles and provide proposed authoriza-
tion granting algorithm to check conflicts and help allocate the permissions
without compromising the security [14]. (Part of Task 1)

3. We specify constraints of Usage Control Model (UCON) with object con-
straints language (OCL). The specification not only provides a tool to pre-
cisely describe constraints for system designers and administrators, but also
provides the precise meaning of the new features of UCON, such as the mu-
tability of attributes and the continuity of usage control decisions. This work
is under preparation for submitting. (Part of Task 2)
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Abstract. Eliminating semantic gaps is important for image retrieving and 
annotating in content based image retrieval (CBIR), especially under web 
context. In this paper, a relevance feedback learning approach is proposed for 
web image retrieval, by using soft support vector machine (Soft-SVM). An 
active learning process is introduced to Soft-SVM based on a novel sampling 
rule. The algorithm extends the conventional SVM by using a loose factor to 
make the decision plane partial to the uncertain data and reduce the learning 
risk. To minimize the overall cost, a new feedback model and an acceleration 
scheme are applied to the learning system for reducing the cost of data 
collection and improving the classifier accuracy. The algorithm can improve the 
performance of image retrieving effectively.   

Keywords: Image retrieval, Relevance feedback learning, Soft support vector 
machine, Sampling rule. 

1   Introduction 

With the development of digit imaging and multimedia technology, image has 
become a major source of information in the Internet, which has attracted substantial 
research interest in providing efficient image indexing and search tools. Many 
existing image research engines are most based on text query and retrieve images by 
matching keywords from image filenames, ALT-tags and context in web pages, such 
as Google, Lycos, AltaVista and Yahoo [1, 2]. Although these engines can obtain 
some valid recalls, retrieval results are always short of precision because text 
information is usually rarely reliable or even irrelevant to the image content.  

To integrate image content into image retrieval, Content based image retrieval 
(CBIR) has been widely explored to search visually similar images in the last decade 
[3]. In these systems, rather than describing images using text, the low-level visual 
features (color, texture, shape, etc.) are extracted to represent the images, such as 
QBIC [4], Photobook [5], Pictoseek [6], etc. However, the low level features may not 
accurately express the high level semantic concepts of images. To narrow down the 
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semantic gap, the relevance feedback is introduced into CBIR [7]. In addition, the 
relevance feedback may properly give expression to users’ subjectivity and 
effectively clue on retrieval concepts. 

In a relevance feedback driven CBIR system, after a user submits a query, similar 
retrieved images will be returned to users for labeling the relevance to the query 
concept. Then the system refines the results by learning the feedback from users. The 
relevance feedback procedure is repeated again and again until the targets are found.   
In many of the current relevance feedback learning systems, the users are always 
required to offer own relevance judgments on the top images returned by the system. 
Then the classifier is trained by the labeled images to classify images that are not 
labeled through matching the query concept. It belongs to passive learning. However, 
the top returned images may generally be the most similar to the object concept, but 
not the most informative ones. In the worst case, all the top images labeled by the user 
may be positive and thus the standard classification techniques can not be applied due 
to the lack of negative examples. Unlike the standard classification problems where 
the labels of data are given in advance, in relevance feedback learning the image 
retrieval system need to actively select the images to label. Thus it is natural to 
introduce active learning scheme into image retrieval. In this scheme the system 
return the images with the most information to solicit user for feedback, and display 
the most similar images at the last time. Data with the most information always are 
most uncertain to their classification. Labeling these data benefit constructing of the 
classifier by the greatest degree and improve feedback efficiency.    

Being an existing active learning algorithm, Support Vector Machine (SVM) active 
learning has attracted the most research interest [8]. In the SVM classifier, the closer 
to the SVM boundary an image is, the less reliable its classification is. SVM active 
learning selects those unlabeled images closest to the boundary to ask users to label so 
as to achieve maximal refinement on the hyperplane between the two classes. 
Actually the convergent speed usually is slow using this strategy, and sometimes the 
effect is not so mach as using the most similar strategy. Otherwise, the major 
disadvantage of SVM active learning is that the estimated boundary may not be 
accurate enough by maximizing the margin space through iterative heuristic 
optimization.  

Benefit from recent progresses on Support Vector Machine and semi-supervised 
learning [9, 10], in this paper we propose a novel active learning algorithm for image 
retrieval, called Active Soft SVM Learning (ASSVM). Unlike traditional SVM 
methods which aim to find a separating hyper-plane with the maximal margin, the 
separating hyperplane of Soft SVM is defined partial to uncertain points to decrease 
learning risk. Specifically, we introduce a new sampling rule into the relevance 
feedback learning. The new sampling rule aims to accelerate the classifier 
convergence by selecting the most informative data points which are presented to the 
user for labeling. Since the task of active learning is to minimize an overall cost, 
which depends both on the classifier accuracy and the cost of data collection, in the 
proposed framework web users does not need to label all of the returned images, but 
to select the most similar image to the retrieval concept. By contrast computing to the 
selected image, the system automatically gives feedback to active learning. Thus 
users’ additional burden due to the interaction is highly alleviated.     
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The rest of the paper is organized as follows. In section 2, we provide a brief 
description of the related work. Our proposed Active Soft SVM Learning algorithm is 
introduced in section 3. Section 4 shows the application of ASSVM in relevance 
feedback image retrieval. Finally, we give some conclusions in Section 5.  

2   Related Work 

In this section, we give a brief description of the related work for our proposed 
algorithm, which includes the active learning problem and the basic framework of 
SVM relevance feedback.  

2.1   The Active Learning Problem 

The active learning problem is that the system as the learner returns the most 
informative data to the use as the teacher and the user make judgment for relevance 
feedback. The description of the active learning problem is the following. Given a set 

of points },...,,{ 21 nxxxX = in the vector space dR , a subset of X , 

},...,,{ 21 myyyY = , is found which contains the most informative points. If the user 

labels the points ),...2,1( miyi = as training data, the classifier is to be improved by 

learning these training data.  

2.2   The SVM Relevance Feedback 

The basic idea of SVM is to map data into a high dimensional space and find a 
separating hyperplane with the maximal margin, which separates the positive from the 
negative samples [11, 12]. Given training vectors liRx n

i ,...,2,1, =∈  in two 

classes, and a vector of label ]1 ,1[−∈iy , SVM is equivalent to solve a quadratic 

optimization problem: 
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where training data are mapped to a higher dimensional space by the function φ , and 

)10( ≤≤ vv is a penalty parameter on the training error, and the positive error 

variable iζ  is introduced for counting the error in nonseparable cases [13]. Thus it can 

be seen that the decision function ( ) sgn( ( ) )Tf x w x bφ= + is fairly impacted by the 

treated training samples.  
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As the SVM is used for relevance feedback learning of image retrieval system, 
its approach is generally started with a set of original returned images by text 
retrieval or low-level features retrieval. The user labels the returned images 
according their relevance information, where the positive samples marked as +I  are 
relevant and the negative samples marked as −I  are irrelevant. As the feedback 
from users, these labeled images are used as the train dataset inputted into the SVM 
to refine the classifier. Then the obtained classifier is applied to generate new 
retrieved results to users for the next feedback. The relevance feedback procedure is 
repeated again and again until the cease criteria is satisfied. Finally the system 
returns the top k images which are in the relevant area and furthest to the separating 
hyper-plane.  

2.3   Version Space  

In the machine learning problem, effectively shrinking the version space can 
accelerate convergence of the learner to the target concept. Since a small version 
space will guarantee that the predicted hyperplane is close to the optimal one, the goal 
for designing an active learning is to maximally shrink the version space after each 
selected sample is labeled by users. The version space of SVM is  

},...,2,1,0))((,1|{ kkbxwywWwV x
T

k =>+⋅=∈= φ      (2) 

where the parameter spaceW is equal to the feature space F . 
In literature [14], a criterion for selecting samples in active SVM (SVMactive) is  

given, i.e. 

))(())(()( kkkSVM xVAreaxVAreaxC −+ −=                         (3) 

Here, ))(( kxVArea +  and ))(( kxVArea − denote the version space after the ith query 

kx  is labeled as positive sample and negative sample respectively. SVMactive selects 

the sample with the smallest SVMC in each round of relevance feedback to guarantee 

that SVMactive maximally shrink the version space in Equation 2. Since it is practically 
difficult to compute the size of the version space, the method finally takes on the 
closest-to-boundary criterion to select examples [15, 16]. However, when the set of all 
conditional distributions of the samples is fixed, the SVM often has slow convergence 
to the target concept. J He et al. replaces this criterion by mean version space [17]:  

)|1()()|1()()( kkkkxkkSVM xyPxmxyPxmxC −=+== −+              (4) 

Here, )|1( kx xyP =  and )|1( kk xyP −= denote the posterior probabilities after an 

unlabeled example 
kx  has been label, and )( kxm+  and )( kxm− indicate the margins 

obtained after SVM is retrained when 
kx is added to positive example set and negative 

example set respectively. According this criterion, we should select samples which 
will maximally reduce the margin of separating hyperplane in each round of relevance 
feedback. In our method, Mean Version space is used to accelerate the convergence of 
Soft SVM.   



 Relevance Feedback Learning for Web Image Retrieval 205 

3   ASSVM Algorithm 

Regular SVM technology tries to refine the classifier by assuming that all of labels for 
training samples are trusted. However, if some labels of data are uncertain or fuzzy, 
these training data will have few effect on the predicted decision. Usually we give the 
label confidence degree of data according to relevance with the object concept instead 
of certain labels. Referring to the SLSVM algorithm in the literature [18], we propose 
ASSVM algorithm to take on classification by training the unconfident data. It is 
described in the subsequent paragraph. 

In order to reduce the learning risk from fuzzy data, we introduce the loose  

factor  is  to margin error 
iζ in equation 1. Let is describe the relevance degree to  

the object concept, namely ]1 ,0[∈is . Given the training data set 

},...,2,1],1,0[|{ ,)},(),...,,(),,{( 2211 lissSSXsxsxsx iill =∈=×⊆ , equation 1 

is modified as: 
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From the function, it can be seen that the smaller is  is, the larger the margin error
iζ  

is, whereas the margin error 
iζ will become larger if is  is larger. In the other words, 

when the label confidence degree of data is small, the allowed margin error of 
separating hyperplane is large facing a non-separable example.  

We transform the function to Lagrange equation for quadratic program: 
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We obtain the primal optimization result for Lagrange dual problem by taking the 
partial derivative of L with respect to ρζ ,,, bw i
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The decision function is gained as the form below:  

            )),(sgn()( bxxkyxf
i

jiii += ∑ α                  (8) 

Here, since the constraint of the dual variable iα is changed from 
l

1
0 i ≤≤ α in regular 

SVM to 
l

si

1
0 i ≤≤ α  in ASSVM, the predicted result will be impacted by the label 

confidence degree of support vectors. The affect will be greater when the loose factor 
of the support vector is larger, and the smaller its loose factor is, the less the affect on 
the predicted result is.    

4   Web Image Retrieval Using ASSVM  

In this section, we describe how to apply ASSVM to CBIR. We firstly begin with a 
brief description of image representation using low-level visual features.  

4.1  Visual Feature Representation 

Image feature representation is a crucial part to CBIR. Three kinds of visual features,   
color, shape and texture, usually are used to describe images. Color and texture 
features are extensively used in CBIR due to their simplicity and effectivity. Shape 
features are usually extracted after images have been segmented into regions or 
objects. Since it is difficult to accurately segment images, shape features used for 
image retrieval has been limited to special applications where objects or regions are 
readily available. Generally edge features of the image are used in CBIR instead of 
shape features.     

We choose three feature types as image low-level representation, color histogram, 
edge direction histogram and texture histogram. The color histogram is calculated 
using 4×4×4 in HSV space and form 64-dimension color feature vector. Edge 
direction feature we used is derived from the corresponding gray image obtained by 
transforming the color image. Then we transform the gray image to the edge image by 
morphological gradient algorithm. We describe the edge shape in each 8*8 subregion 
by 6 kinds of direction descriptor including empty, 0º, 45º, 90º, 135º, and confusion. 
Last we obtain a 6-dimension edge feature from the edge direction histogram to 
describe the edge information of the image. The image’s gray co-occurrence matrix 
and the image’s Gabor wavelet features are integrated for the image’s texture 
expression. The gray co-occurrence matrix of image pixels is constructed from the 
gray image corresponding to the color image and the 16-dimension statistical feature 
is derived. At the same time, we perform the Discrete Wavelet Transformation (GWT) 
on the gray images employing a Gabor multi-resolution wavelet filter [19]. We 
construct 8 wavelet filters from 2 scales in 4 orientations. Then mean and variance of 
every subband after filtering are computed as wavelet features of the image and a 16-
dimension wavelet-based texture feature is obtained. Combining the gray texture 
features and the wavelet texture features, we use a 32-dimension texture vector to 
describe the texture information for each image.  
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4.2   The Training Dataset 

The training dataset for ASSVM learning is derived from the use’s feedback data. It is 
well known that good training dataset can accelerate convergence of the classifier. 
Key of the classifier construction is what images will be selected to request the user 
for labeling.  

SVM active learning usually selects those unlabeled images closest to the 
boundary to ask users to label as Fig.1. The images are considered with the most 
classification information compared with the most relevant images. Considering the 
acceleration scheme proposed in the section 2.3, we need to build a good version 
space using equation 4 through one specified relevant example. Since the most 
relevant images always lie in the neighborhood of the positive examples, we apply a 
novel sample selection rule for ASSVM as following: the images lying in the margin 
area and closest to the relevant boundary are returned to the user for labeling. The rule 
is specified in Fig.2. 

 

w

relevant area

irrelevant area

margin space    

w

relevant area

irrelevant area

margin space  

     Fig. 1. Sampling closest to the boundary      Fig. 2. Sampling closest to the relevance area 

As the loose factor expressing the label confidence degree is introduced in 
ASSVM, the user does not need to label all of the returned images from the previous 
round, but only to select the most relevant image for feedback. Then the system 
computes the similarity of every returned unlabeled image with the feedback image as 
loose factor for ASSVM. The training dataset is obtained by combining the feature 
vector of every image and its loose factor.              

4.3   Relevance Feedback Image Retrieval 

Relevance feedback is one of the most important techniques to narrow down the 
semantic gap between high-level semantic concepts and low-level visual features [7]. 
The user’s relevance feedbacks are generally used to improve the sample dataset or 
adjust the vector weighting. It is an on-line learning method in which the image 
retrieval system acts as a learner and the user acts as a teacher. ASSVM Web image 
retrieval approach is taken on as follows: 

(1) The system ranks the returned images from the existing image retrieval engine 
according to pre-defined distance metric and presents to the user the top ranked 
images.  
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(2) The user selects one image most relevant to the query concept for feedback. 
The system constructs the original classifier using the training dataset through 
combining the image low-level features and the label confidence degree gained by 
similarity computing.  

(3) The system returns to the user the top images according to the new sampling 
rule described in the previous section. The user selected the most relevant image from 
returned images and the training dataset is created according to the user’s feedback. 

(4) The system refines the classifier by learning the training data in the version 
space which is constructed by equation 4 when 

kx is specified as the feedback image. 

Go to step 3 until the stop criterion is satisfied.  
(5) The system returns the most relevant images generated by the classifier.  

The approach may be used in multi-user pattern too. If some users carry out feedback 
simultaneously, different images would be like to choose as most relevant images. We 
compute the label confidence degree in respect to every most relevant and select the 
maximum confidence degree of each image to be its loose factor. The version space is 
confirmed by choosing the max of SVMC (in equation 4) derived from every selected 

image. Thus we can considerate the subjective comprehension of every user to the 
query concept.   

5   Conclusion 

We proposed a novel method of active learning method for Web image retrieval 
called AASVM. Our algorithm introduced a loose factor expressing label confidence 
degree in SVM for image relevant feedback and proposed a novel sampling rule 
considering the trade-off between the most informative feedback and the acceleration 
scheme for convergence of the learner. The use of the loose factor enhances the 
impact of the uncertain data to the predicted results and reduces the learning risk. In 
addition, only one image feedback greatly decreases the user’s burden due to the 
interaction.   
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Abstract. With the increasing data on the Web, the disadvantage of HTML is 
more and more evident. There must be a method which can separate data from 
display, and then XML (eXtensible Markup Language) arises. XML can be the 
main form of expressing and exchanging data. How to store, manage and use 
the data effectively have been problems needing to be solved in the field of 
Internet, in which the automatic text classification is an important one. In this 
article, we propose a data model to analyze documents using the hierarchical 
structure and keywords information. Experiments show the model has not only 
high accuracy, but also less time cost. 

Keywords: XML Page Classification, Frequency Structure Hierarchy Vector 
Space Model, Combined Features Extracting, Rough set, Page Feature Matrix. 

1   Introduction 

With the increasing data on the Web, the disadvantage of HTML is more and more 
evident. There must be a method which can separate data from display, and then 
XML (eXtensible Markup Language) arises. It is easy to operate and convenient to 
fulfill in the circumstance of WWW, for it retains many advantages of SGML. Espe-
cially, its self-descriptive data structure can embody the relationship among data, and 
the data can be operated by applications more conveniently. Thus XML can be the 
main form of expressing and exchanging data. How to store, manage and use the data 
effectively have been problems needing to be solved in the field of Internet, in which 
the automatic text classification is an important one. 

An XML document is a synthesis of textual contents and structural information. Its 
analysis is different from traditional methods, because of the way of gaining and us-
ing structure information. Traditional document classification methods do not work 
well when applied to XML documents classification. So it is necessary to study a new 
specialized method about XML text classification. 

In recent years, although research have been paying more and more attention to the 
analysis and process of XML documents and semi-structured data, the achievements 
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in text minding are relatively little. However, many people have pushed the research 
on semi-structured data classification forward. For instance, Yi proposed an expanded 
vector model for semi-structured documents classification. This model describes 
document elements using nested vectors, then classify documents by probability sta-
tistics[1]; Denoyer applied Beyesian network model to semi-structured document 
classification[2]; Zhang suggested calculating similarity of XML documents with edit 
distance[3]; Regarding the structural information as time series, Flesca computed 
structural similarities between XML documents by time series analysis[4]; Zaki and 
others put forward cost sensitive structured rules for mining frequent sub-trees. It has 
good effect on semi-structured data classification [5]. Although these ideas are new 
and original, they can not be applied into general cases. 

In this article, we propose a data model to analyze documents using the hierarchi-
cal structure and keywords [9-11] information. The model combines the ideas of 
XRules (Structural rule-based classification) [5], mining algorithm for unordered 
frequent sub-trees [6] and N level vector space model [7-8]. Through constructing a 
decision table and using the superior reduction of rough sets, this model achieves the 
aim of reducing the count of dimensions of feature values and implements the classi-
fication based on rules. Experiments show the model has not only high accuracy, but 
also less time cost. 

2   XML Document Model and Feature Analysis 

XML documents are text files using Unicode format. Their basic contents include 
XML declaration, comment, tag, element, attribute and text. The front two parts 
mainly describe the edition information and uses of documents. The other four parts 
mainly reflect data which is the main content of our study. A valid XML document 
can be regarded as a node tree with label, which is called a document model. Figure 1 
shows the XML document structure model of a journal and a conference, respec-
tively. 

Fig. 1. XML document structure model of a Journal and a Conference paper 

A XML document is corresponding to a directed tree T=<V, E>, in which V is 
composed of all elements or attributes. And for the set of E, it is defined as: if element 
a V∈ , and its sub-element or attribute b V∈ ，then ( , )a b E∈ . From figure1, we 

can see that the elements and sub-elements have different levels in a XML document 
and the node tags on different levels have different importance, so the classification 
should have different weight to assign. Actually the data features in documents usu-
ally appear in the nodes of document tree. We can only consider the leaf nodes. 
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3   Feature Matrix Combining Structure and Keywords in XML 
Documents  

XRules classification only considers the structure information of Xml documents.  
The classification is implemented through finding the structural rules which can sat-
isfy the certain support. Obviously, besides the structure influencing XML classifica-
tion, the key words of the document is quite important. As an illustration, when two 
documentary materials are classified according to different fields of academic re-
search, what we should do are both considering the structure of the document and 
paying more attention to dealing with the content it describes. 

3.1   Frequent Structural Level Vector Space Model 

In “Similarity Measures for XML documents Based on Frequency structural Vector 
Model”, the author described the model in details, and developed it further, then got 
the vector space model of frequent structural levels. With this way, the model divides 
a document into N levels on structure and constructs the fitting vector about the text 
feature and the weight of its level. Actually, regarding each frequent structure as a 
vector is similar to N level text paragraph in VSM (Vector Space Model). So the 
whole XML document can be expressed as a group of vectors, shown by a matrix in 
table 1. Thus we can analyze both the structure and text content information of semi-
structural text. 

Table 1. The frequency structure hierarchy space feature value matrix 

 Key1 Key2 ... keym 

S1 d1(1,1) D1(1,2) d1(1,m) 

S2 d2(2,1) d2(2,2) d2(2,m) 

…….    

Sk dk(k,1) dk(k,2) dk(k,m) 

3.2   Calculating the Association Degree about Combination of the Structure and 
Content 

We use TreeMiner+ algorithm [17] to mine the frequent structure in XML documents. 
The node structure unit can record the level attribute from the source of document. 
This relates to the weight of text. In the frequent structure of Figure 1(supposing Min-
sup=50%), the set of node {Journal, Name, Vol, Articles, Title, Author, Abstract, 
KeyWord, FullText, Conference, Resume} are all frequent nodes. In other words, 
they are 1-subtrees. There are eighteen 2-subtrees in total and what figure 2 shows is 
partial subtrees. The weight function [17] of each frequent structure is: 

( )* ( )*log(| | / | ( ) 0.5 |)si t i i id s B s D DF sδ= +  (1) 

 

Text level feature 
Frequent structure feature 
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Fig. 2. The part of frequent 2-subtree 

We number the leaf-node in each document model tree by the order of root- 
first, as shown figure 3. Then we calculate the frequency of keywords in leaf nodes 

respectively in the statistical way , ( )j j
k d kTF tf d= , where j is the number  

of its order. The weight value of the position of the keywords in the leaf  
node text from XML document can be calculated as 

, the level weight value of its parent node / the count of its sibling nodesj
k dw =  

(the level weight value of root is 1, and
,

1
j

k d
w =∑ ).  

 
 
 
 
 
 
 
 

Fig. 3. Leaf node code of XML documents 

For example, the position weight value of “Name” is 1/3, the position weight value of 
“Author” is 1/9. So in XML document d, the Kth keyword’s frequency can be  
shown as:  

, , ,( * )i j j
k d k d k dTF w TF=∑  (2) 

Combining the common text and HTML weight calculating method provided by Sal-
ton[18], we correct the formula of the association degree of each keyword as: 

[ ]
,

[ ] 2
,

log( / )
( )

( log( / ))

i
ik d

i
i

ik d
j

TF N n
w d

TF N n
=
∑

 (3) 
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In formula 3, N is the number of all documents and ni is the number of the documents 
having the keyword.  

An XML document can be considered as a combination of structure and several 
keywords of the document, as shown by a matrix of k*m in table 1, where k is the 
number of different frequent structures (sorted on MinSup by descending), m is the 
number of different keywords, the elements of matrix dx(i,j) come from the frequency 
of keyword wj occurring in frequent structure si of document docx. 

4   Classification Method Based on Rough Set 

After feature weight calculating, character selecting, and detecting the structure which 
is included totally appearing in frequent structure (shown in figure 4), we can ensure 
that there is no the repeated structure in frequent structure set. Then we have the ma-
trix composed of feature value of structure and content in training XML documents, 
as shown in table 2, in which S={S1,S2,……Sk} is a frequent structure which is totally 
different from others. Ds, weight of every frequent structure, is gotten from formula 
1; {KW1,KW2,…….KWm} are keywords about content characteristics. TFi(Sj) is the 
frequency of keyword i appearing in structure Sj, gotten from formula 2. 

 

 

 

 

 

 

 

 
Fig. 4. Containment in frequency structure (a) contains (b) 

Table 2. Frequency structure hierarchy vector space feature value 

S Ds KW1 KW2 ……. KWm 

S1 ds1 TF1(s1) TF2(s1) …… TFm(s1) 

S2 ds2 TF1(s2) TF2(s2) …… TFm(s2) 

……. ……. …… …… …… …… 

Sk dsk TF1(sk) TF2(sk) …… TFm(sk) 
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Developed by Department of Computer and Information Science, Norwegian Uni-
versity of Science and Technology, ROSETTA[19] is a comprehensive software sys-
tem for conducting data analyses within the framework of rough set theory. The 
ROSETTA system boasts a set of flexible and powerful algorithms, and sets these in a 
user-friendly environment designed to support all phases of the discernibility-based 
modeling methodology. It can do well in attribute reduction, rule extracting, classifi-
cation and comments. We adopt ROSETTA system to classify tested data set. Figure 
5 is the detailed circuit of our processing.  

 
 
 
 
 
 
 
 
 
 
 
 
 
The content of the input decision system  is the feature value of tested document 

set ( the data in table 2).  is first cleansed of missing values to produce 1, and then 

split into two disjoint subsystems 2 and 3. 2 is discretized in a two-stage proce-

dure, and 3 is discretized using the cuts computed from 2. Reduction and rules are 

then computed from the processed version of 2, and the rules are used to classify the 

objects in the processed version of 3. From this classification, performance esti-
mates are estimated. 

4.1   Classification Based on Structure 

Without considering about the content of the document and only remain feature value 
Ds column of frequent structure in table 2, we obtain the feature space of document 

which is composed of all frequent structures, and thus acts as the content of matrix . 

4.2   Classification Based on Content 

Without considering about the structure of documents and only remaining the weight 
of keywords in table 2, we obtain the feature space of document which is composed 

of all keywords, and makes the content of matrix  from formula 3. 

4.3   Classification Based on the Combination of Structures and Contents 

Sometimes classification of XML documents is influenced more by structure. For 
example, from the point of publication in a journal or a conference, document 2 from 

Fig. 5. ROSSETA system machine learn structure
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figure 1 and the document from figure 3 can be classified with the same way. They 
belong to the same class. But sometimes, considering about the content of articles, the 
feature keywords can play prominent roles, so an article maybe belong to multiple 
classes. In order to get different classification, we can give different weights to struc-
tures and contents and extract feature value of the combination of structures and con-
tents. 

Every case about the feature of keywords in frequent structures is an independent 
event, and the case between every frequent structure and the keywords in it is an apri-
ori event. In table 2, every keyword KWi’s weight TFi to the whole document not 
only related to its level, but also with its weight in the frequent structure. So the for-
mula will be like this: 

( ) ( )* ( 1, 2,..., )i k k skW d TF S d k n= =∑  (4) 

In document d, the weight of the ith keyword is the accumulation of the frequency of 
every frequent structure multiplied by its weight. So the frequent structure level vec-
tor space is organized as a vector from a matrix by this way, and the combined feature 
of structures and contents in whole documents is set into a matrix composed of the 

weight of m keywords, which is the content of . 

5   Results and Analysis of Experiments 

All experiments were performed on a 2.10GHz AMD Athlon 4000+ PC with 1G 
memory running Windows 2000 Server. The algorithm is performed by JAVA pro-
gramming with Java 2 Platform Standard Edition 5.0. 

There are two kinds of experimental data. The first one is to use OrdinaryIssuePage 
and IndexTermsPageXML of ACMSIGMOD[20] to test the classification based on 
structures of documents. Table 3 shows the sub-sets of data. The first number of Total 
num. of documents is used to train frequent sub-tree mining, and the next one is used 
to test classification. There is some information about the classification in ACMSIG-
MOD documents. Every file usually belongs to multi-classes. If a document feature 
satisfies the classification rules of many files, then we can conclude that it belongs to 
multiple classes. During the experiments we use classified information instead of 
artificial mark. From the formula 5, the precision of the experiment results can be 
98.7%. 

P = the number of documents classified correctly / the number of all tested 
documents    

(5) 

Table 3. Sub-set of data in experiments 

Datasets Sources Total num. of documents 

ACMSIGMOD-1 OrdinaryIssuePage(1999) 40+20 

ACMSIGMOD-2 OrdinaryIssuePage(2002) 20+10 

ACMSIGMOD-3 IndexTermsPage(1999) 40+20 
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The other data is SINA net news based on XML schema. These unsophisticated RSS 
news are provided by http://rss.sins.com.cn. Figure 6(a) shows the master document 
structure tree of every news page; figure 6(b) shows the structure of every news item. In 
order to illustrate how structures and contents influence classification, we modify some-
where on structures from XML net files, for example, adding or deleting some unimpor-
tant elements (iamge, link, copyright, guid and so on）.We mainly test combined  
structure and content feature extracted from news item. To simplify the experiment proc-
ess, we finish it with artificial way to collect the content feature. 

Fig. 6. Main structure elements of news net 
 

We picked up 260 sheets of XML net pages. Among them 180 sheets are treated as 
training sets, divided into finance and economics, military, science and technology, 
automobile, physical culture. The comparison is done through two ways: (1) consider-
ing about frequency of keywords feature for each document; (2) considering about not 
only frequent structure feature, but also the position weight and frequency of  
keywords.  

After obtaining feature value of matrix , we train and test it with ROSSETA sys-
tem. We show the result from in table 4. The precision and recall ration can be de-
rived from formula 5 and formula 6. 

R=（the number of documents classified correctly）/（the number of all the 
original documents ） 

(6) 

Table 4. Classification Performance Based on XML Structure and Keywords Frequency 

Dataset 
Economic 
News 

Military 
News 

Automobile 
News 

Technical 
News 

Sports 
News 

TrainingSamples（1580） 30 30 30 30 30 

TestingSamples（80） 10 10 10 10 10 

Frequency structures（56） 13 11 9 12 11 

Keywords（232） 62 44 25 65 36 

Only Keywords 75.6 76.8 85.2 72.3 85 
Recall 
(%) Considering 

Structure 
91.5 93.1 95.8 92.3 96.2 

Only Keywords 83.2 86.5 87.4 84.6 87.6 
Precision 
(%) Considering 

Structure 
95.6 97.2 97.6 96.3 98.1 
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From the experiments result, we can see that in XML document classification, by 
considering about content and structure of document at the same time, then extracting 
combined structure and keywords feature value, we can have higher precision and 
recall ratio for classification. 

6   Conclusions 

In this article, we use the hierarchical structure and keywords information for XML 
documents classification. By constructing a decision table and using the superior 
reduction of rough sets, we can reduce the count of dimensions of feature values and 
implement the classification based on rules. Experiments show the model has high 
accuracy and less time cost. 
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Abstract. Skyline query has its own advantages and are useful in many
multi-criteria decision support applications. But for the rigidity of sky-
line dominance relationship, the cardinality of skyline result cannot be
controlled, either too big or too small to satisfy users’ requirements. By
relaxing the dominance relationship to k-skyline or general skyline, we
propose a unified approach to find a given number of skyline. We call
our output of skyline as δ-skyline, in which δ indicates the number of
skyline result. Without any user interference such as assigned weights
or scoring functions, we are the first to propose a method to tune the
cardinality of skyline operator in both directions, to either increase or
decrease according to the requirement of user. To tune the cardinality of
skyline, we adopt the concept of k-dominate and also we propose a new
concept of general skyline. A point p is in general skyline if p is skyline in
some subspace. General skyline have their meaning for they are the best
at some aspects and are good alternatives to fullspace skyline. Finally,
we present two algorithms to compute δ-skyline. Extensive experiments
are conducted to examine the effectiveness and efficiency of the proposed
algorithms on both synthetic and real data sets.

1 Introduction

Skyline is a multicriteria decision support query and is quite important for sev-
eral applications. Given a set of data points S, skyline query will return those
points that cannot be dominated by any other data points. Here data point p
dominate point q means that p is better than or equal to q on every dimension
of data points and better than q on at least one dimension. A classic example of
skyline query is to find hotels in Nassau, a seashore city in Bahamas, that are
cheap and near to the beach. In Figure 1, a point in the figure represent a hotel,
and has two attributes: price and distance to the beach. The skyline consists of
points in the dashed line. We can infer that for different preference of different
customers, the result that a customer want is in the skyline results.

Compared with Top-k query, skyline has some advantages: first it does not
depend on a fixed scoring function which may not always be appropriate. Second,
scales of different dimensions do not affect the skyline result. Although skyline is
a powerful technique to retrieve interesting objects, it has its adherent problems.
(1) The cardinality of skyline operator cannot be controlled. It is only determined
by the intrinsic character of data and usually increases exponentially as the
number of dimensions increase. (2) There are no ranks of the skyline results.
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Fig. 1. An example of skyline

Dimension Skyline
cardinality Candidates

17 1172 1346

10 428 1298

5 42 593

4 22 469

3 11 38

2 4 20

Fig. 2. Skyline of NBA players

It does not reflect users’ preference at different dimensions and may lost its
meaning when skyline size is big. The phenomena that the size of skyline increase
rapidly as the number of dimensions increase is called curse of dimensionality. For
example, Figure 2 shows the result of skyline on NBA data set, which includes
statistics of 17300 player with 17 attributes. When the dimension is more than
10, the skyline cardinality is more 400, which may be overwhelming and lost
its meaning. While several methods has been proposed to address this problem
such as k-dominate in [7] and k representative skyline in [4], but no researchers
consider a different scenario: suppose that a customer decide to buy a new mobile
phone and launch a query in the database on the dimensions of memory size and
screen size. Specifically, the customer values that the bigger the size of memory
and screen are, the phone is the better. Assume that skyline operator retrieves
only two best phones, but the customer may need more candidates(let us say
the number is k) to compare with and make his or her choice or to buy as a
substitute when the best two kinds of phone are not available. In a word, the
current skyline operator cannot meet the need of skyline query if user expects
fixed number of result.

Motivated by these problems, in this paper we propose a unified approach
overcoming the drawbacks of the conventional skylines and tuning the cardinal-
ity of skyline operator in both directions. In particular, we define the concept of
general skyline, which include all the subspace skylines. We show that general
skyline is a meaningful extending of full space skyline when full space skyline is
not sufficient. Also by adopting the concept of k-dominate to lower the cardinal-
ity of skyline, we propose two different algorithms to answer the skyline query
at a given number of result. In summary,the contributions of this paper are the
following:

– We define the concept of general skyline, which include all the subspace
skylines. We show that general skyline is a meaningful extending of skyline
operator when cardinality of skyline operator is not sufficient.

– To the best of our knowledge, without any user interference such as assigned
weights or scoring functions, we are the first to propose a method to tune
the cardinality of skyline operator in both directions, to either increase or
decrease according to the requirement of user. So the advantage of skyline
over top-k query can be maintained.
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– We proposed two algorithms to achieve the goal of tuning the cardinality of
skyline operator. Our experiments on both the synthetic and real NBA data
verify the effectiveness of our algorithms.

The rest of this paper is organized as the following. Section 2 briefly reviews
the related work. Section 3 gives some preliminaries and introduce the definition
of general skyline. Section 4 proves some theorems and gives out our unified
approach toward our aim. The extensive experiments results to show the effec-
tiveness of the proposed algorithm are reported in Section 4. Finally we conclude
this paper in Section 5.

2 Related Work

Ever since Borzsonyi et al. in [1] first introduced maximum vector problem into
relational database context, defined it as skyline and proposed several main
memory algorithms to compute skyline, different aspects and variants of skyline
have been researched. Yuan et al. proposed the concept of skycube [9], which
consists of all possible subspace skyline. In online query processing systems,
Lin et al. [18] developed algorithms to compute skyline over data streams. The
concept of the skyline frequency is proposed in [12], which measures the number
of subspaces that a point is a skyline point. Lin et al. in [4] studied the problem of
selecting k skyline points so that the number of points, which are dominated by
at least one of these k skyline points, is maximized. The thick skyline in [17] can
return points that are near to real skylines, so that it can increase the number
of returned skylines. However, these variants have their shortcomings because
they only focus on decreasing or increasing the number of skyline objects. Next,
we will describe two works that are similar to or relate with our problem.

2.1 k-Dominate

[7] proposed a concept of k-dominate to relax the idea of dominance to k-
dominance. A point p is said to k-dominate another point q if there are k (≤ d)
dimensions in which p is better than or equal to q and is better in at least one
of these k dimensions. A point that is not k-dominated by any other points is
in the k-dominant skyline. They studied some properties of k-dominant skyline
and by running on some real data sets, they proved that k-dominant skyline
could retrieve super stars in NBA data set or find top movies in movie rating
data set. In this paper, we will further exploit some proprieties of k-dominate
and integrate it into our unified approach to tuning the cardinality of skyline
operator.

2.2 ε-Skyline

Quite recently, Xia et al. [2] focused on the same problem as our concerns and
proposed the concept of ε-skyline to overcome three drawbacks of skyline as
it mentioned: 1) size of skyline could not be controlled; 2) skyline objects do
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not have built-in ranks; 3) skyline does not reflect user preference at different
dimensions. In the definition of ε-skyline, the dominance relation are changed
into t1.i∗wi < t2.i∗wi+ε, in which wi (between [0, 1]) is the weight on dimension
i, and ε is a constant between [−1, 1]. The authors proved that the ε-skyline is
monotone when ε varies from -1 to 1. By assigning weights on dimensions, they
said that the skyline result could be ranked. In fact, the problem we want to
address are slightly different with the problems in [2]. We would like to keep
the advantages of skyline and do not require user interference to control the size
of skyline result. In addition, how to rank the skyline result can be done after
the skyline query finishes. Meanwhile, we found two problems in the ε-skyline.
First, each dimension of data point have to be normalized to [0,1], otherwise w
and ε would have no effect in the inequation t1[i] · wi ≤ t2[i] · wi + ε. Second,
ε-skyline may abandon some interesting points as we can see in Figure 3, p2′

can ε-dominate p3 and vice versa, then both p2 and p3 is discarded from the
results. In general case, if two skyline points are near to each other, they may
both be abandoned for no good reasons.

3 Preliminary and Definitions

Given a d-dimensional space D=d1,d2,. . . ,dd and a set of data points S, if p is
a point in S, we use p.di to denote the ith dimension value of point p. we us �
to denote the total order relationship(it could be >, < or other relationship) on
each dimension. Without loss of generality, we assume the relation is > in the
rest of this paper. Skyline query is defined as follows:

Definition 1. (skyline) With points p,q in data set S, p is said to dominate q
on space D, iff ∀di ∈ D, p.di ≥ q.di and ∃ p.dt >q.dt. p dominates q is denoted
as p � q in this paper. Skyline is a set of points that are not dominated by any
other points in data set S on space D.

A subspace of D is a space that are composed by dimensions in D, specifically,
any subspace U ⊆ D . It is easy to compute that the number of all subspace is
2d-1, and all the subspaces constitute a lattice as shown in figure 4. The skyline
on D are usually called fullspace skyline, we can also compute skyline on any
given subspace, which are called subspace skyline.
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Fig. 3. An example of ε-skyline
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Fig. 4. An lattice example of skycube
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3.1 δ-Skyline

The background of our problem is that a user first launches a skyline query. No
matter how many data points are in the data set or the cardinality of dimension
space is big or small, the user wants to set a limitation on the cardinality of
the skyline results. The reason is quite very strong: first, if the skyline results
are hundreds or thousands, then the results are overwhelming and the user can
hardly get any interesting information from the results. So the user may have to
adopt another technique to further reduce the size of results. Second, in the lower
dimension space or if the distribution of the data points is correlated with each
other, few predominating points may be retrieved. While in a sense that these
points perfectly match the requirement of users, but for the rigidity of skyline
by discarding all alternatives, they limits the choice of users. In real case, a top
hotel may be full or disliked by users for some unmeasurable factors. Some other
points that is the best in some aspects may be good candidates.

Although decreasing or increasing of the skyline cardinality can be done sepa-
rately, but how to achieve it in a unified approach is a challenge, which is exactly
what we are trying to solve.

Definition 2. (δ-skyline) We define the output of our proposed algorithms as
δ-skyline, in particular, δ is a number given by user.

δ-skyline is different from top-k skyline for the following two reasons. First, there
is no scoring function in the query, so there is no ranking of the query result.
Second, δ-skyline may include some subspace skyline to increase the number of
result. Next, we introduce the concept of k-dominate and for clarity, we define
points that cannot be k-dominated are k-skyline points. The definition is the
following.

Definition 3. (k-skyline) A point p is said to k-dominate q (d > k > 0), iff
∃U ⊆ D ,|U | = k,∀ui ∈ U ,p.ui≥q.ui and ∃ut ∈ U , p.ut>q.ut. p k-dominate q is
denoted as in this paper. k-skyline is a set of points that cannot be k-dominated
any other points in data set S.

3.2 General Skyline

If a point is the best on some aspects(dimensions), it is either a skyline or
dominated by another skyline points. But this kind of points have meanings to
users for their best quality on some aspects and could be good candidates if we
are trying to find alternatives to skyline result.

Definition 4. (general skyline)A point p is in general skyline iff there exists
subspace U of fullspace D, p is a skyline on U.

Definition 5. (kg-gskyline) If a point p is a skyline on subspace U and |U | = k,
then p is in k-general skyline. In short, We use kg-skyline to denote k-general
skyline.
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4 Tuning Cardinality

In this section, we will first introduce and analyze some theorems that are the
basis of our algorithms. Then, we propose two algorithms and explain in detail
about how they can tune the cardinality of skyline operator in two directions.

Theorem 1. |GeneralSkyline| ≥ |skyline| ≥ |k-skyline|
Proof: (1) if p∈ General Skyline, then p∈skyline or p is dominated by some
fullspace skyline. So |GeneralSkyline| ≥ |skyline|. (2) if p,q∈ skyline, then
∃k,k′,p�

k
q,q�

k′
p, so p∈ k′-skyline, q∈ k-skyline. so |skyline| ≥ |k− skyline|. ��

Theorem 1 tells us that the cardinality of skyline is bigger than k-skyline and
smaller than general skyline. So if the cardinality of skyline does not satisfy the
user’s need(not equal to δ), we can move on to compute k-skyline to decrease
the number of skyline or to compute general skyline to increase the number of
skyline.

Theorem 2. |(k + 1)-skyline| ≥ |k-skyline|
This theorem was proved in the work of Chan [7], so we would not prove it.
This theorem ensures that we can control the size of k-skyline by decreasing k
to a proper quantity. But there is no such kind of property for general skyline.
If p ∈ k-gskyline, then it is possible that p/∈ (k + 1)g-skyline and p /∈ (k − 1)g-
skyline. this can be proved by an enumerating an example. So the cardinality of
general skyline is not monotone when k is decreasing compared with k-skyline.
Although when k is decreasing, the kg-skyline is not guaranteed to increase, but
from Theorem 1 we are sure that the cardinality of general skyline is bigger than
skyline. Then we can save the result of kg-skyline and move on to (k−1)g-skyline
until δ result is retrieved.

4.1 Naive Tuning Algorithm(NTA)

From the above analysis, we know that we can use the technique of k-skyline and
general skyline to tune the size of skyline. But to compute δ-skyline, we have
to know first the size of skyline and then decide to implement which technique
to control the size. The estimation of skyline cardinality is another complex
work, so our naive algorithm is to compute skyline first and decide to use which
technique. To save the work in computation of skyline we introduce a theorem
that will lower the cost of computing δ-skyline.

Lemma 1. k-skyline ⊆ skyline.

Proof: if p∈k-skyline and p /∈ skyline, then ∃q � p and q �
k

p, so p /∈ k-skyline,

this contradicts with assumption. ��

Theorem 3. k-skyline can be derived from skyline
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Algorithm 1. Naive Tuning Algorithm
Input: data set S on dimension D;

δ: number of skyline
Output: R: δ-skyline;
1: compute skyline on D;
2: k = |D| − 1;
3: if |skyline| > δ then
4: for k >= 1 do
5: compute k-skyline;
6: if |k − skyline| <= δ then
7: break;
8: end if
9: k=k-1;

10: R=k-skyline;
11: end for
12: else
13: if |skyline| < δ then
14: R=|skyline|;
15: for k >= 1 do
16: for any subspace U that |U | = k do
17: compute skyline on U;
18: R=R + skyline on U;
19: if |R| >= δ then
20: return R;
21: end if
22: end for
23: end for
24: else
25: R=skyline;
26: end if
27: end if
28: return R;

Proof: Given p ∈ k-skyline, if ∃q /∈ skyline, so that q�
k

p, then ∃p′ ∈ skyline and

p′ � q, so p′�
k

p and p /∈ k-skyline. This contradicts with assumption. ��

From theorem 3, we know that we can compute k-skyline on the result of skyline.
And in the proof we show that there is no false positive in the result even if there
exists cyclic dominance between points. Our first algorithm is to compute skyline
first using SFS and skyline and candidates are stored as an temporary result.
Candidate points are those that cannot be strictly dominated, which are possible
to be general skyline. If the skyline cardinality is bigger than δ, the algorithm
will move on to compute k-skyline on the result of skyline. Or if the skyline
cardinality is smaller than δ, the algorithm will move on to find general skyline
in the candidates. The detailed algorithm are in Algorithm 1.
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4.2 Navigating on Skycube(NoS)

Skycube is composed of skyline on different subspace and is quite useful when
answering query of users’ on different subspace. An example of the skycube lat-
tice on dimension D=A,B,C,D is Figure 4. From the definition of general skyline,
it is not hard to infer that kg-skyline are the union of subspace skyline on level
k. In addition, we have proved in another work [20] that k-skyline equal to the
intersection of subspace skyline on level k. Based on this, we propose our sec-
ond algorithm based on skycube to compute δ-skyline. The second algorithm
showed in algorithm 2 is a top down way navigating on skycube to compute
k-dominate and general skyline while k is not fixed to retrieve δ points. There
has been several way to compute skycube from the beginning, such as Stellar [8]
or subsky [6]. But our algorithm involves with high dimensional data points, and
the construction overhead and storage overhead may be huge. So we adopt the
technique of compressed skycube in [3], which can concisely represent the com-
plete skycube and reduce duplicating storage between levels. In this algorithm,
we assume that the skycube has already been constructed in advance and be
processed as an input.

Algorithm 2. Navigating on Skycube
Input: data set S on dimension D;

δ: number of skyline
Compressed Skycube on (S,D)

Output: R: δ-skyline;
k = |D| − 1;

2: if |skyline| > δ then
for k >= 1 do

4: R=intersection of node in level k;
if |R| <= δ then

6: break;
end if

8: k=k-1;
end for

10: else
if |skyline| < δ then

12: R=skyline;
for k>= 1 do

14: R=R + union of node on level k;
if |R| >= δ then

16: break;
end if

18: k=k-1;
end for

20: end if
end if

22: return R;
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5 Performance Evaluation

This section reports our experimental results to validate the effectiveness and
efficiency of our proposed algorithms NTA and NoS. First, to validate effective-
ness using real-life data, Section 5.1 reports our evaluations over real NBA player
statistics. Second, to validate efficiency in extensive problem settings, Section 5.2
reports our evaluations over synthetic datasets of various problem settings. Our
experiments were carried out on an Intel 2.4 GHz PC with 512M RAM running
Windows XP. Source programs are coded in C++ language.

5.1 Experiments on Real NBA Data Set

In this section, we validate the effectiveness of our proposed two algorithms
by observing the result of the skyline objects retrieved from the real-life data.
In particular, we use the NBA dataset (available from databasebasketball.com)
which contains 3570 players with 17 numeric attributes including game points,
number of rebounds, assists, steals, blocks and so on from 1999 to 2006. Among
these 3570 players, 378 of players are in skyline on |D|=17. By running our NTA
algorithm, We first compute δ-skyline with δ equals to 10 on full space. In the
real experiments, 14 player are returned and the first ten are showed in table 1.
Then we test our algorithm in the condition that the original skyline result is
less than δ. We limit the dimension to 2 which contains points and assists of
player. This query would be useful if a coach is trying to find a player who
has the strongest ability to gain points. The original skyline query will re-
turn the first four player in the second column of table-1 and the following
5 player are the result of δ-skyline with δ equals to 10. From the result on
real NBA data, we can conclude that our method can tuning the cardinality
of skyline result according to the requirement of user. But a weakness of the
method is that it may not be able to tune the result of skyline to exact δ
number(14 and 9 in the example), this is because we still use multi-criterion, the
essence of skyline, to determine whether a point is good, not by assigned weights
to rank.

Table 1. Evaluation on real NBA Data Set, δ=10,S=3570

|D|=17 |D|=2
KevinGarnett 2003 Kobe Brant 2005
TimDuncan 2000 LeBron James 2005
VinceCarter  1999 AllenIverson 2005

AntoineWalker  1999 AllenIverson 2004
JermaineO'Neal 2002 GaryPaton 1999

ShawnKemp 1999 GaryPaton 2001
ZydrunasIlgauskas

2004 SteveNash 2005

AmareStoudemire
2002 SteveNash 2006

RaefLafrentz 2001 GaryPaton 2000
JoshSmith 2005
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Fig. 5. Performance on varying data size

5.2 Experiments on Synthetic Data Set

In this section, we test our algorithms on synthetic data set using the data gen-
erator provided by Borzsonyi. We generated two types of data: Independent and
anti-correlated data sets with different sizes(from 1k tuples to 50K tuples) and
with dimension size up to 15. For the details of data distribution, please refer
to [1]. In the following three Figure, we will test the performance of our algo-
rithms when data size, number of dimension and δ changes. In Figure 5, we test
the performance of our algorithms on varying data size, and the dimension and
δ are set to default as 10 and 20. we can see from the figure that the response
time of NTA increase sharply as the data size increase. This because that NTA
has to compute skyline first and then to compute k-skyline. Although the cost
of computing k-skyline on skyline can be ignore, but the time to compute sky-
line increase sharp as the data size increases. While for the algorithm NoS, the
compressed skycube(CSC) are taken as an input, it only need to compute inter-
section or union of nodes on different level, which is quite fast. So its performance
increase slightly when the points in the union of nodes increase.

In Figure 6, we study the effect of dimensionality. The dimension are varying
from 2 to 15, and cardinality of data size is 5K and δ equals to 20. We can see
from the figure that the performance of NTA increase first and then drops at
dimension of 4. This is because that on dimension 2 and 3,the skyline size is
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smaller than δ, so NTA runs to find skyline on subspaces which cost more, but
after dimension is bigger than 4, the size of skyline is more than δ then NTA
starts to compute k-skyline to decrease the cardinality which is ignorable as we
mentioned above.

In figure 7, we evaluate the effect of δ. This time we enlarge the data size
to 100K and dimension cardinality to 10 to test the performance of NTA and
NoS when the cardinality of skyline is huge. We can see from the figure that
although the time increase to compute skyline on different distribution of data(
independent or anti-correlated), the response time is nearly constant when the
δ varies. The reason for NoS to be costant is the same as we explained above.
For NTA, it is because in the implementation of NTA, we use some auxiliary
data structure to store the max k of a skyline that can be k-dominated by other
skylines. Moreover it is almost instant after one iteration of computing max k
for each skyline and to determine a proper k to limit the size of δ-skyline equal
to or smaller than δ.

6 Conclusions

In this paper, we define the concept of general skyline, which include all the
subspace skylines. We show that general skyline is a meaningful extending of
skyline operator when cardinality of skyline operator is not sufficient. And we are
the first to propose a method to tune the cardinality of skyline operator in both
directions, to either increase or decrease according to the requirement of the user,
without any user interference such as assigned weights or scoring functions. By
our method, the output size of skyline operator can be controlled and no ranking
functions need to be specified by users. In addition, the result is independent of
the scales of different dimensions. In short, the advantage of skyline over top-k
query can be remained to achieve our goal. Extensive experiments on both the
synthetic and real NBA data have demonstrated the efficiency and effectiveness
of our proposed algorithms. In the future, we will do more work on improving
our algorithms to compute δ-skyline more efficiently.
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Abstract. With the increasing requirement of privacy protection, various ano-
nymity communication systems are designed and implemented. However, in the 
current communication infrastructure, traffic data can be gathered at moderate 
cost by adversary. Based on the traffic data, they can easily correlate the input 
links with output links by applying powerful traffic analysis techniques. In this 
paper, a Hidden Markov Model (HMM) approach is proposed to analyze one of 
the important anonymity systems, continuous mixes, which individually delays 
messages instead of processing batch messages. This approach consists of two 
parts, arrival traffic model and departure traffic model based on HMM, which 
capture the mean rates of the arrival and departure messages respectively. By 
using this approach to analyze anonymity of continuous mixes, a successful 
anonymity analysis can not be guaranteed, especially while the arrival traffic 
rate is greater than the departure traffic rate. In order to achieve better anonym-
ity results, a new countermeasure is proposed, which inserts a minimum number 
of dummy traffic flows to ensure better anonymity of continuous mixes and 
protects users against various traffic analyses. 

Keywords: continuous mixes, traffic analysis, Hidden Markov Model (HMM), 
anonymity, dummy traffic. 

1   Introduction 

It was not before year 2000 that anonymity started to receive enough attention from 
research communities, although anonymity research started in the early 1980’s with 
David Chaum’s paper on untraceable email [1]. Mixes which are applied in many 
anonymous communication systems, such as timed, threshold and pool mixes, have 
been extensively researched [2, 3]. Whereas the continuous mixes, proposed by Kes-
dogan et al [4], individually delay messages instead of processing batch input  
messages in rounds, the analyzing approach of this type of mixes is not similar to 
previous mix-based anonymity systems. 

Many types of passive attacks on anonymity systems have been proposed, and they 
are mainly based on traffic analysis techniques and hard to detect. Timing analysis 
attack [5, 6], the adversary can use information on the delay by the mixes in every 
link to correlate input link with output one. Intersection attack [7] consists of inter-
secting anonymity sets of consecutive messages sent or received by a user. Disclosure 
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attack [8] is a variant of the intersection attack which improves the efficiency by re-
quiring less effort from the attacker. Recently, some more powerful active attacks are 
presented. Flow marking technique [9] is applied by utilizing a Pseudo-Noise code. 
And the secret Pseudo-Noise code is difficult for others to detect, therefore the trace-
back is effectively invisible. 

The inventors [4] of continuous propose an analysis of its anonymity, but they have 
not mentioned the limitation. George Danezis [10] proposes to apply the information-
theoretic anonymity metrics to continuous mixes and finds the flaws of continuous 
mixes. His work cannot dynamically find out the bad anonymity state in the real time. 
Claudia Diaz et al [11] also identify flaws of continuous mixes, but they have not 
come up with any efficient countermeasures to provide well anonymity. Andrei Ser-
jantov [12] model continuous mixes as an M/M/n process by using standard queuing 
theory techniques, but the author did not pointed out the limitation of it. 

In this paper, we propose a new Hidden Markov Model (HMM) approach to ano-
nymity analysis of continuous mixes. The HMM approach consists of arrival traffic 
model and departure traffic model. These two models based on HMM can capture the 
arrival state and departure state respectively. With the help of these two models, we 
can find out the bad anonymity state in real time. We also present an efficient coun-
termeasure by inserting appropriate dummy traffic to improve anonymity of continu-
ous mixes. 

2   Anonymity for Continuous Mixes 

The mix, designed by Chaum [1] in 1981, takes a number of input messages, and 
outputs messages in such a way that it is hard to link an output to the correspond-
ing input and the flow of messages. Firstly, the bitwise unlinkability of inputs and 
outputs can be achieved by using encryption and padding messages to transform 
the pattern of the traffic. Secondly, the mix changes the timing correlations be-
tween the inputs and outputs by delaying and reordering messages in order to make 
it difficult for an attacker to find a link between an input and an output. A continu-
ous mix achieves this by delaying each message individually, regardless of the 
current load.  

2.1   A Mixing Strategy for Continuous Mixes 

The Stop-and-Go mixes are also called continuous mixes, proposed by Kesdogan et 
al. in [4]. The continuous mixes delay each arrival message according to a random 
variable that follows the exponential distribution with parameter µ, and then forwards 
messages individually. Therefore the messages are reordered by the randomness of 
the delay distribution, and the delay characteristic of the continuous mixes is: 

( ) tf t e µµ −= . (1) 

This delay probability density function f(t) represents the probability a message 
leaves the continuous mixes in a time interval t. 
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2.2   Anonymity Metrics 

Similar to [10], to facilitate our analysis, we assume that the rate of messages to the 
mix is in Poisson distribution with rate λ. To measure continuous mixes’s sender 
anonymity, we will adopt the metric introduced in [13], which is based on defining a 
random variable that describes the possible senders of a message and calculating the 
entropy of its underlying probability distribution. The entropy is a measure of the 
anonymity provided, and can be represented as the amount of information an attacker 
is missing to deterministically link the messages to a sender. The sender anonymity 
can be calculated by Equation (2): 

log
e

H
λ
µ

= − . (2) 

When a departure rate µ of a message queue is greater than the arrival rate λ, the con-
tinuous mixes would not provide much anonymity most of the time. The average time 
while a message would stay in the mix is 1/µ, while the average time between message 
arrivals is 1/λ, which is greater than 1/µ. Therefore the mix would behave on average as a 
first-in first-out queue, and then the continuous mixes can rarely ensure the anonymity. 

2.3   Threat Model 

In this paper, we assume that the adversary empolys a classical timing analysis attack 
[5, 6]. The mix is observed by the adversary, who can observe input and output links 
of the whole mix network. Since traffic is not altered, this is a type of passive attack. 
The attacker knows the mix’s infrastructure and all internal parameters of the mix. 

Because message packets are respectively encrypted and padded or split to the 
same size, the attacker cannot find any correlation based on packet content or packet 
size on an input link with another packet on the output link. 

To simplify the following discussion, we assume that dummy traffic is not used in 
continuous mix network. 

3   Arrival Traffic Model Based on HMM 

3.1   Observation Sequence of Arrival Traffic  

We split the whole time into a lot of continuous time unit T, in a time unit T, K mes-
sages arrive at the mix, where K obeys a Poisson distribution with parameter λ. Each 
message arrives at time unit T obeys a uniform distribution. We make {ot = 
K}(t≥1andK∈Z) as an observation sequence of arrival traffic to the mix. 

3.2   The Model  

According to the research of Internet traffic [14, 15], we can consider that the arrival 
traffic to the mix can be well modeled by an HMM with appropriate hidden variables 
that capture the current state of the arrival rate. Therefore we propose arrival traffic 
model based on HMM. 
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Fig. 1. An observation sequence of arrival traffic 

We assume there are N discrete states of the arrival rate, and qt denotes the state of 
arrival traffic at time slot t, with qt∈{s1, s2, …, sN}, where si is the ith state, among N 
possible ones. The set of parameters characterizing the model is { }, ,A B πΩ = . 

A is the state transition matrix, where A = {aij} = P(qt+1 = sj|qt = si). It represents 
the probability of the state transmit from si to sj. ot is a discrete random variable whose 
dynamic behavior is governed by the transition matrix A; 

B is the state-conditioned the number of arrival messages probability, where B = 
b(k|qi) = b(ot = k|qt = si). It represents the probability of observing the number of arri-
val messages at time step t in the state sj. on is also a discrete random variable that, 
given {qt = si}, is characterized by Poisson distribution function: 

( )|
!

i

k

i

t t i
b k q s e

k
o λλ −= = = . (3) 

π  is the initial state distribution, where π = {π1, π2, …, πN}, πi = P(q1 = si) 

and
1

1
N

i
i

π
=

=∑ . 

3.3   Learning the Model Parameters 

We adopt EM algorithm [16] for learning the model parameter from the observation 
sequence. Furthermore, such a model would be useful only if the rate of arrival traffic 
holds on the same stochastic behavior observed during the training step, i.e., the rate 
of arrival traffic alternates different short-term behavior while showing a long-term 
stationary.  

The EM algorithm is an optimization procedure that allows learning of a new set of 
parameters for a stochastic model according to improvements of the likelihood of a 
given sequence of observable variables. For HMM this optimization technique re-
duces to the Forward-Backward algorithm [17, 18]. 

Specifically, given a sequence of arrival traffic with observable variables o = (o1, 
o2, …, oT), referred to as the training sequence, we search the set of parameters 

maxΩ such that the likelihood of the training sequence is maximum: 

( ) ( )
( ){ }max arg max ;

; |

L o

L o P o

Ω= Ω

Ω = Ω⎧⎪
⎨Ω⎪⎩

. (4) 
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In order to search a local maximum of the likelihood, we apply the Forward-
Backward algorithm with our deduced iterative formula ( );I o Ω so that 

( ; ) ( ; )L o L o
∧
Ω ≥ Ω . Furthermore, we can find the global solution by repeating starts with 

different initial conditions. 
According to (3), the arrival traffic is characterized by Poisson distribution func-

tion. Therefore, { }, ,A B πΩ = is equal to { }, ,A λ πΩ = , where { }1 2, ,..., Nλ λ λ λ=  de-

notes state-conditioned arrival rate means, i.e. ( )| { }i t t iE o q sλ = = . 

The algorithm works as follows: 

(1) Set input parameters: This includes the number of states N, the training se-
quence o = (o1, o2, … , oT), and the stopping parameter ε . 

(2) Initialization step: the set of parameter { }, ,A λ πΩ = is initialized randomly. 

(3) Iterative step: 

a) Calculate the new set of parameter ( );I o
∧
Ω = Ω , and then calculate the likeli-

hood ( ; )L o
∧
Ω . 

b) if ( ; ) ( ; )L o L o ε
∧
Ω − Ω ≤ , go to (4), else go to (3a). 

(4) The algorithm stop. 

The Forward-Backward Procedure [17, 18] : Consider the forward variable ( )t jα  and 

backward variable ( )t iβ  respectively defined as 

( ) ( ) ( ) ( )1 2 1
1

, |
N

t t t i t ij j t
i

j P o o o q s i a b oα α −
=

⎡ ⎤= ⋅⋅⋅ = Ω = ⎢ ⎥
⎣ ⎦
∑ . (5) 

( ) ( ) ( ) ( )1 2 1 1
1

| ,
N

t t t T t i ij j t t
j

i P o o o q s a b o jβ β+ + + +
=

= ⋅⋅⋅ = Ω =∑ . (6) 

According to formulas (5) and (6), we can give reestimation formulas [19] of the 

set of parameters { , , }A λ π
∧ ∧ ∧ ∧
Ω = as follows: 

( )

( )

( ) ( ) ( )

( ) ( )

1 1

1 1
1 1

1 1

1 1

,
T T

t t ij j t t
t t

ij T T

t t t
t t

i j i a b o j
a

i i i

ξ α β

γ α β

− −

+ +∧
= =

− −

= =

= =
∑ ∑

∑ ∑
. (7) 
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λ
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. (8) 
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( )

( )

( ) ( )

( ) ( )
1 1

1 1 1 1

T T

t t t
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t t t
i t i t

i i i

i i i

γ α β
π

γ α β

∧
= =

= = = =
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∑∑ ∑∑
. (9) 

4   Departure Traffic Model Based on HMM 

4.1   Observation Sequence of Departure Traffic  

We assume that the messages from arrival mix are numbered as v (v = 1, 2, …); 

vα and vβ are the arrival time and the departure time of the vth message. As the mes-

sages depart the mix, the delay of the vth messages in mix is v v vσ β α= − , which is 

distributed according to an exponential distribution with parameter µ . We make {xv = 

σ} (v≥1 and σ>0) as an observation sequence of departure traffic. 

4.2   The Model 

Similar to arrival traffic model, we assume there are M discrete states of the departure 
rate, and yv denotes the state of the departure at time step v, with yv∈{r1, r2, …, rM}, 
where ri is the ith state, among M possible ones. The set of parameters characterizing 
the model is { }1 2, , ,( ) ( ),..., ( )MA f f fπ σ σ σΨ = . 

A is the state transition matrix, where A = {aij} = P(yv+1 = rj|yv = ri). It represents 
the probability of the state transmit from ri to rj. yv is a discrete random variable 
whose dynamic behavior is governed by the transition matrix A; 

fi(σ) is the state-conditioned delay probability density function, where 

( ) ( )|v v i i

t

P t y r f dσ σ σ
+∞

> = = ∫ . It represents the probability of observing the delay 

of messages at time step v in the state rj. yv is a continuous random variable that, given 
{yv = ri}, is characterized by exponential probability density function: 

( ) t
if t e µµ −= . (10) 

π  is the initial state distribution, where π = {π1, π2, …, πM}, πi = P(y1 = ri) 

and
1

1
M

i
i

π
=

=∑ . 

4.3   Learning the Model Parameters 

The delay dynamics of the messages in the mix suggests the introduction of a hidden-
state variable carrying information about departure situation of the messages. The 
state variable stochastically influences delay of the messages. Since our knowledge 
about the state can only be inferred from observation of delays, and there is no way to 
access it directly. We will apply later EM algorithm to capture the hidden states in 
Section 6. 
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According to (10), the departure traffic is characterized by exponential distribution 
function. Therefore, { }1 2, , ,( ) ( ),..., ( )MA f f fπ σ σ σΨ = is equal to { }, ,A π µΨ = , where 

{ }1 2, ,..., Mµ µ µ µ=  denotes state-conditioned departure rate means, 

i.e., ( )| { }i v v iE x y rµ = = . 

With the parameter of the number of hidden-state M, the training sequence x = (x1, 

x2, … , xV) and { }, ,A π µΨ = , we can deduce the forward variable ( )v jα ′ and back-

ward variable ( )v iβ ′ respectively as follows: 

( ) ( ) ( ) ( )1 2 1
1

, |
M

v v v i v ij j v
i

j P x x x y r i a b xα α −
=

⎡ ⎤= ⋅⋅⋅ = Ψ = ⎢ ⎥
⎣ ⎦
∑ . (11) 

( ) ( ) ( ) ( )1 2 1 1
1

| ,
M

v v v V v i ij j v v
j

i P x x x y r a b x jβ β+ + + +
=

= ⋅⋅ ⋅ = Ψ =∑ . (12) 

According to formulas (5) and (6), we can give reestimation formulas of the set of 

parameters { , , }A π µ
∧ ∧ ∧ ∧
Ψ = as follows: 
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The procedure of EM algorithm is similar with section 4.3, we will not present it 
again. To implement this algorithm, it requests proper scaling to avoid underflow [18]. 

5   Empirical Evaluation 

In this section, we evaluate the effectiveness of the continuous mix with our proposed 
traffic analysis approach based on HMM. We see the failure of anonymity when a 
message queue with a departure rate µ is larger than the arrival rate λ, the continuous 
mix would not provide much anonymity most of the time. Measures of delays have 
been performed on our experimental continuous mix.  
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5.1   Departure Traffic Analysis Based on HMM 

We set the number of the hidden-state is 3, and it represents that the departure rate are 
low, normal and high respectively: µ1≤µ2≤µ3. A training sequence of V=1000 samples 
is applied, and the EM algorithm convergence is reached after a few iterations. Fig.2 
shows a typical trend of log-likelihood evolution during the EM learning procedure. It 
shows that 7 iterations  

 

Fig. 2. Log-likelihood trend in the EM algorithm 

Fig.3 shows a portion of delay sequence. To simplify our analysis, we take 100 
samples as an example. 

 

Fig. 3. Delays of the messages in continuous mix 

In order to verify how the hidden-state variable yv capture the current departure 
traffic state of continuous mix, a Viterbi algorithm [18] is applied to the training se-
quence, which searches the most likely state sequence x = (x1, x2, … , xV). Fig.4 shows 
the state sequence obtained by applying of the Viterbi algorithm on the three state 
trained models. The trained model well describes the departure traffic state of con-
tinuous mix. And we get the average departure rate (µ1, µ2, µ3) = (1.9695, 5.1211, 
7.6998) and the steady-state probability (π1, π2, π3) = (0.1183, 0.5288, 0.3528). From 
these results, we know that most of the messages stay in state 2. 

 

Fig. 4. State of departure traffic in continuous mix 
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5.2   Arrival Traffic Analysis Based on HMM 

Similar with departure traffic analysis, we also set the number of the hidden-state is 3, 
and it represents that the arrival rate are low, normal and high respectively: λ1≤λ2≤λ3. 
A training sequence of T=1000 samples is applied.  

Fig.5 shows a portion of arrival messages sequence in continuous mix. 

 

Fig. 5. Arrival traffic in continuous mix  

With a Viterbi algorithm [18] applied to the training sequence, the most likely state 
sequence o = (o1, o2, … , oT) is captured. Fig.6 shows the state sequence obtained by 
applying of the Viterbi algorithm on the three state trained models. Furthermore, we 
get the average arrival rate (λ1, λ2, λ3) = (3.4285, 6.7431, 8.2091) and the steady-state 
probability (π1, π2, π3) = (0.2397, 0.5163, 0.2439). From these results, we know that 
most of the arrival traffic stays in state 2. 

 

Fig. 6. State of arrival traffic in continuous mix 

5.3   Anonymity Analysis of Continuous Mixes 

Followed by the results from the experiment, we can get a sequence 
µ1<λ1<µ2<λ2<µ3<λ3. While a message queue with a departure rate µ is larger than the 
arrival rate λ, the mix would behave on average as a first-in first-out queue. In this 
case, the attacker can easily link between inputs and outputs. Therefore, the continu-
ous mix would not provide much anonymity most of the time.  

With the permutation and combination, we can obtain 9 anonymity levels, which 

the entropy 3

1

logbest

e
H

λ
µ

= −  achieves the best anonymity, i.e., the arrival traffic is in 

state 3, whereas the departure traffic is in state 1. 
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6   Dummy Traffic Policy 

After the anonymity analysis of continuous mix in section 5, we find out the limita-
tion of continuous mix. In this section, we adopt a relatively efficient and effective 
countermeasure. 

Since the rates of traffic among the inputs and outputs of the continuous mix are 
different, we appropriately insert dummy traffic to make the anonymity achieve the 
best. Because of the heavy consumption of bandwidth of dummy traffic, the challenge 
is to insert a minimum number of dummy traffic. 

Our countermeasure algorithm is illustrated as follows: 

While (1) do 

if ( ) ( )3 1&λ λ µ µ= =  

 relay the packets; 
else 

send dummy packets 1

3

w T T
λ µ λ
µ

= − ; 

end 

We make the best anonymity as the standard and assume that the number of 
dummy packets inserted into mix is w. While the arrival state is not state 3 and the 
departure state is not state 1, we insert dummy traffic into mix. By inserting dummy 
packets w, the anonymity can be calculated as follows: 

( / )
log

w T e
H

λ
µ
+= − . (16) 

We order Hbest = H, then w equals to 1

3

T T
λ µ λ
µ

− . It is efficient because packets are 

forwarded based on both the arrival rate and departure rate. We keep the continuous 
mix in the best anonymity level by inserting minimums dummy traffic. 

7   Conclusion 

In this paper, an HMM approach is introduced for anonymity analysis of continuous 
mixes. The arrival traffic mode and departure traffic model based on HMM are pro-
posed to capture the arrival and departure states respectively. We can find out the bad 
anonymity state of continuous mixes in the real time by our traffic analysis models,. 
We also propose a new countermeasure by inserting appropriate dummy traffic to 
improve anonymity. A new countermeasure algorithm is given and we also work out 
how many dummy packets are needed in different state. Through theoretical and em-
pirical analysis of our HMM approach, we significantly contribute to previous re-
search on anonymity by inserting dummy packets. 

Our further research is to further explore more efficient countermeasures and to 
apply our extended HMM approach to various anonymity systems. 
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